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Abstract

:

Text augmentation plays an important role in enhancing the generalizability of language models. However, traditional methods often overlook the unique roles that individual words play in conveying meaning in text and imbalance class distribution, thereby risking suboptimal performance and compromising the model’s generalizability. This limitation motivated us to develop a novel technique called Text Augmentation with Word Contributions (TAWC). Our approach tackles this problem in two core steps: Firstly, it employs analytical correlation and semantic similarity metrics to discern the relationships between words and their associated aspect polarities. Secondly, it tailors distinct augmentation strategies to individual words based on their identified functional contributions in the text. Extensive experiments on two aspect-based sentiment analysis datasets demonstrate that the proposed TAWC model significantly improves the classification performances of popular language models, achieving gains of up to 4% compared with the case of data without augmentation, thereby setting a new standard in the field of text augmentation.
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1. Introduction


Sentiment analysis is a fundamental task in natural language processing (NLP). The primary goal of the proposed model is to predict the sentiment polarity of sentences. In addition to sentiment analysis at the sentence level, different aspects of a sentence may express different sentiment polarities [1]. Aspect-based sentiment analysis (ABSA) determines fine-grained opinion polarity toward a given term. Compared to traditional text sentiment analysis, ABSA can extract more fine-grained emotional expressions, analyze users’ specific emotional views of various objectives, and gain a more granular understanding of products, providing more accurate decision support to decision-makers [2].



Many algorithms, especially deep learning models, have gained popularity in ABSA due to their high learning capacity in capturing the semantics of sentences, such as recurrent neural networks (RNNs) [3], convolutional neural networks (CNNs) [4], and transformer models [5]. ABSA deep learning requires labeled datasets for training, and model performance is related to training data size; the larger the training data, the better. Adding more examples reduced the margin error and increases the model’s generalizability.



However, large, labeled corpora are limited because people often develop them manually, which is a time-consuming and inefficient procedure. The lack of labeled data in a low-resource corpus introduces obstacles such as model overfitting or underfitting and tends to cause the problem of class imbalance [6]. In addition, imbalance class distribution in the training data affects text classification outcomes [7]. Therefore, text data augmentation techniques are used to balance classes in terms of sample size and to improve the total sample size of small datasets. These improvements boost classification accuracy and minimize the need for manual intervention.



Diverse text augmentation approaches have been proposed to expand training data, including replacing words in sentences [8], back-translation [9], and language model-based methods [10]. However, previous methods primarily augment the text randomly without considering the different contributions and roles of words to the context. Although the proposed method incurs a minimal time cost, it may lose the semantic structure and order of the original training data, resulting in changes to the enhanced semantic labels. Hence, the informed replacement of a specific word is expected to yield different results compared to the random replacement of words. Furthermore, ABSA augmentation strategies should ensure that aspect words are not substituted during augmentation because they influence the sentiment classification effect [11].



Based on our previous study using an integrated gradient attribution score [12], we found that each token in the text sequence has different contributions to the generation of the label. The text label is a word that highly generalizes the text content. However, the drawback of the proposed method is that the integrated gradient only captures positive and negative labels, whereas a sentence with neutral polarity as the minority class provides a zero score.



Motivated by the above considerations, we propose a lightweight and effective augmentation method named text augmentation with word contributions (TAWC) for aspect-based sentiment tasks. The proposed method can generate diverse and clean text samples while maintaining the original meaning. It focuses on text editing techniques to improve training data, using simple modifications to the text without relying on large, pre-trained language models. The proposed method emphasizes efficiency and simplicity and provides better training samples via basic text editing operations. In particular, we first introduce word contribution identification using analytical correlation, which examines how frequently a word co-occurs with a particular label while occurring less often with other labels, and semantic similarity, which measures the semantics between a word and its polarity. Words with varying degrees of correlation and semantic similarity should contribute differently to the sentiment classification task. The sentence’s words can be categorized into four groups according to the two perspectives (high and low degrees, as illustrated in Figure 1. Take the following example of a sentence with negative sentiment: If you do not mind pre-sliced low quality fish unfriendly staff and a chef that looks like he is miserable then this is your staff. The words low, unfriendly, and miserable are identified as words with high correlation and high similarity to the negative label. In contrast, mind is categorized in the irrelevant group with low correlation and similarity. Furthermore, pre-sliced and looks are included in the necessity words category, while the low correlation and high similarity categories consist of the words quality and like.



Subsequently, we selectively replace words in the sentence according to their groups during augmentation. We used word embedding models rather than WordNet to identify the most similar words for synonym replacement. Word embedding is one of the most popular representations of document vocabulary, and it can capture the context of a word in a document, its semantic and syntactic similarity, and its relationships with other words [13].



We design appropriate methods to handle the challenges of low-resource aspect-based fine-grained sentiment classifications. The proposed strategies balance the training data by oversampling minority classes and increasing the data size to improve the learning efficiency and accuracy of the aspect-based text sentiment classifier. Moreover, they enhance the portability and interpretability of the classification model on the benchmark ABSA datasets, namely SemEval 2015 and SemEval 2016, for the restaurant domain. We consider three representative pre-trained language models: the BERT [5], DistilBERT [14], and RoBERTa [15] classification models. The experimental results demonstrate that the proposed selective word augmentation outperforms the baseline methods. The contributions are summarized as follows:




	
We introduce an effective method to determine individual word contributions in a sentence. Word contributions represent the relationship between words and sentiment polarity considering both analytical and semantic perspectives, which guarantee the recognition accuracy of the word contributions.



	
We propose a selective augmentation method based on word contributions that uses synonyms by measuring the similarity between word embeddings. The proposed method generates a relatively clean sample and is simple to implement.



	
We conduct extensive comparative experiments to verify the effectiveness of the proposed augmentation approaches.



	
We present a lightweight word extraction strategy that can motivate research in other disciplines such as information retrieval and document representation.








The remainder of this paper is organized as follows: Section 2 introduces related works on data augmentation methods. Section 3 presents the proposed method. Section 4 describes the experimental setup. Section 5 demonstrates the comparative experiment and discussion. Section 6 concludes the paper and discusses future work.




2. Related Work


Data augmentation has proven to be an effective method for increasing the number and quality of training data; it is critical for successfully implementing deep learning models for data-driven initiatives. Data augmentation techniques for natural language processing (NLP) can be categorized as supervised or unsupervised methods.



2.1. Supervised Methods


Most supervised approaches acquire synthetic words and sentences for augmentation by training or fine-tuning a neural language model. Contextual augmentation [10] uses other words predicted by the language model to generate new samples. Similar to contextual augmentation, CBERT replaced the bidirectional language model with BERT and fine-tuned BERT, introducing the label information of the original text to ensure that the labels of the augmented samples were the same as those of the original training dataset [16].



Liu et al. [17] introduced data augmentation using a heuristic mask language model to obtain high-quality data. For class balance, ref. [18] trains a variational autoencoder (VAE) or generative adversarial networks (GANs) for each class to control the number of synthetic sentences. Productive approaches can synthesize diverse phrases, such as [19,20]. However, supervised-based augmentation methods are generally difficult to apply due to their complexity or cost, particularly for non-experts in NLP.




2.2. Unsupervised Methods


Among the various unsupervised methods, synonym replacement is the simplest [21]. It creates new sentences by replacing some words in the source sentence with synonyms from WordNet. For effectiveness, Ref. [8] develops an easy data augmentation (EDA) technique with four simple operations: synonym replacement, random insertion, random deletion, and random swap. Despite these successes, EDA still has a few limitations. For example, word substitution without consideration may give rise to the loss of the semantic structure of the augmented data. Several strategies are introduced to expand words selectively. The term frequency-inverse document frequency (TF-IDF) score replaces uninformative words and keeps words with high TF-IDF values to enhance the classification performance [22]. In addition, Ahmed et al. [23] proposed a clonal selection algorithm to select representative words in text classification tasks. The adversarial word dilution approach was introduced by [24], which learns the dilution weights through a constrained min–max optimization process guided by the labels. Moreover, reference [25] proposed tailored text augmentation by combining probabilistic synonym replacement and irrelevant zero masking. This method improves the generalizability of the model and enhances its accuracy.



In aspect-based sentiment tasks, each word contributes a degree of contribution to discriminate aspect polarity prediction differently. In addition, the aspect term should not be replaced, as introduced by [11,26]. Therefore, reference [12] applied an integrated gradient to identify the attribute score of each word in an aspect-based sentence; however, the integrated gradient was unable to measure the attribute score in neutral polarity.



In this paper, we propose word selection for augmentation based on word contributions, which considers the correlation and semantic similarity between a word and a label. We study how to generate a better-augmented sentence for aspect-based sentiment classification.





3. Word Selection for Augmentation


In this section, we present the word selection method proposed in this paper. The primary idea of the proposed strategies is to modify a word based on its contribution to sentiment polarity during augmentation. The proposed framework comprises three parts, (a) data preprocessing, (b) word contribution extraction, and (c) selective augmentation, as illustrated in Figure 2. Each part is described in the following subsections.



3.1. Data Preprocessing


One critical step in text classification is data preprocessing [27]. The text is preprocessed prior to implementing the categorization algorithm. A common practice in natural language processing (NLP) is to clean sentences from noise by performing stop-word removal, stemming, and pegmatization [28]. In this study, we applied noise removal and word correction to clean the text, as presented in Figure 3.



In summary, we wanted to remove lexical noise from the sentence and correct words so that the text can be analyzed. Refining the text sentence was critical because it provided a solid basis for the next procedure (i.e., word extraction). We eliminated syntactical noise comprising numbers, punctuation, and stop words during noise removal. Then, we converted words to lowercase letters and expanded apostrophe words, such as the word doesn’t, which expanded to does not. Furthermore, using the cleaned dataset, we extracted the minority classes to be augmented using the proposed method.




3.2. Word Contributions Extraction


In a sentiment classification task, the model is trained to assign one label from   C = {  c 1  ,  c 2  , . . . ,  c k  }   to a sentence. Here, the training set is D, and its lexicon is L. For words    w i  ∈ L   and a class    c j  ∈ C  , we can determine their relationship from two perspectives:




	
Analytical Correlation. This metric assesses how frequently word   w i   co-occurs with class   c j   but not other words in the training dataset;



	
Semantic Similarity. This measures a word’s semantic similarity with class   c j  .








Thus, each metric’s impact on word selection for augmentation can be determined. Analytical correlation can guide the preservation of important relationships in data. If two words are highly correlated, we want to ensure that substitutions do not break the relationship. In addition, semantic similarity ensures that word replacements are meaningful and retain the original intent of the given text. When both analytical correlation and semantic similarity are used together, the augmentation process becomes more refined. For example, when augmenting sentiment analysis data, we used correlation to ensure that key sentiment-bearing words like unfriendly and bad are kept in sync. Furthermore, we used semantic similarity to replace appetizer with pasta (semantically similar) rather than an unrelated word like table.



According to the two measurements, all words in the training dataset can be categorized into four groups:




	
Meaningful words: Words in this group are useful class-indicating words with high correlation and high semantic similarity with the corresponding label.



	
Necessity words. Words usually co-occur frequently with classes but have low semantic similarity. These words can provide extra information about the class. However, their low semantic similarity may cause noise.



	
Reward words: These words have low correlation but high semantic similarity, which is useful for model generalization.



	
Irrelevant words: Words with less contribution to sentiment classification because they have low correlation and low semantic similarity.








We had to use appropriate metrics to recognize the contribution of words in the sentiment classification task. To measure analytical correlation with the label, we applied pointwise mutual information (PMI) to extract label-correlated words from the sentence. PMI in sentiment analysis helps to identify words that are strongly correlated with specific sentiment labels by calculating how much more likely they are to appear in relation to certain sentiments than by random chance. It efficiently extracts sentiment-related features from text data. This was inspired by [29], which applied PMI to build a system to automatically create a sentiment lexicon. Padmakumar and He [30] used PMI to define an essential sentence based on the semantic similarity between a sentence and a document for the summarization task. The PMI score is computed as follows:


  P M I  ( w , c )  = l o g    P ( w , c )   P ( w ) P ( c )     



(1)




where w is a word, c is a class or label of a sentence,   P ( w , c )   is the probability of a word and class co-occurring in the corpus,   P ( w )   is the probability of a word occurring in the corpus, and   P ( c )   is the probability of a class occurring in the corpus. We use the frequency of a word occurring in a certain class to estimate the probability of a word. Take the following example of a sentence with negative sentiment: The product quality was disappointing and the customer service was horrible. Words like disappointing and horrible are often associated with negative sentiment in a larger dataset. The PMI computes how frequently each word, such as disappointing or horrible, co-occurs with negative sentiment compared to how often they appear independently. For example, if horrible is commonly used in negative reviews, the PMI score between horrible and the negative class would be high. High PMI scores indicate words strongly associated with the label.



We utilized the word embedding Word2vec based on the skip-gram model [31] to measure the semantic similarity between a word and the meaning of the label polarity. Due to the high inference costs of transformer-based models, such as BERT, we did not use them for similarity measurements. Some studies have also demonstrated that static word embeddings can outperform BERT-like models in context-free similarity measurement tasks, particularly at the word level [32]. We computed the cosine similarity to determine the semantic distance between a word and a class. The cosine similarity evaluates the semantic similarity between words and sentiment labels by calculating the angle between their vector representations. It is particularly useful in sentiment analysis when using word embeddings because it captures the strength of the association between words and different sentiment categories. A high cosine similarity indicates that the word is closely aligned with a particular sentiment, which makes it a useful measure for identifying sentiment words. Given two vectors of attributes, w and c, the cosine similarity is represented by the dot product and magnitude as


  s i m i l a r i t y  ( w , c )  = c o s  ( θ )  =     v w  .  v c     ‖   v w   ‖ ‖   v c   ‖     .  



(2)




Taking the illustration into account, we calculated the cosine similarity between a word horrible and the negative sentiment. Here, we identified the vectors of horrible = [0.9, 0.8, 0.7] and negative sentiment = [1.0, 0.9, 0.8] from Word2vec embedding. Calculating the dot product    v w  ·  v c    = (0.9 × 1.0) + (0.8 × 0.9) + (0.7 × 0.8) = 0.9 + 0.72 + 0.56 = 2.18, the score magnitudes of horrible and negative classes were 1.39 and 1.57, respectively. The score of cosine similarity was calculated using Equation (2) to reach 1.0, indicating perfect alignment (strong association with negative sentiment).



We computed each word’s correlation and similarity scores and defined a threshold to divide high and low degrees. Let words with high (low) correlation scores be   C h      (  C l  )   and words with low (high) similarity scores be   S l      (  S h  )  . We chose the first (third) quartile as the low (high) degree threshold, as it provided better results than the median. In our initial experiment, we used the second quartile (median) as the threshold. However, we observed that the word extraction results did not adequately represent their role in the sentence in relation to the label. Upon further experimentation, we discovered that the first (or third) quartile yielded better performance during our second attempt, and we opted not to fine-tune the thresholds further. Nevertheless, adjusting these hyperparameters may still lead to additional improvements in the proposed method. In order to reduce the variance, we transformed the correlation and similarity scores using the min–max normalization technique, as shown in Equation (3) and Equation (4), respectively. In addition, we extracted the words into four categories according to the rules presented in Table 1.


  n o r m a l i z e d  ( C )  =    C − m i n ( C )   m a x ( C ) − m i n ( C )     



(3)






  n o r m a l i z e d  ( S )  =    S − m i n ( S )   m a x ( S ) − m i n ( S )     



(4)







The pseudocode for word contribution extraction is given in Algorithm 1. We implemented the word contribution procedure in the SemEval 2016 dataset of negative and neutral labels, and some examples are presented in Table 2.






	Algorithm 1 Word Contributions Extraction



	Require: sentences, labels, and word embeddings

Ensure: set of word contributions

	1:

	
for sentence in sentences do




	2:

	
      words ← tokenizer(sentence)




	3:

	
      for label in labels do




	4:

	
    for each word in words do




	5:

	
     vectors ← word embedding(word)




	6:

	
     calculate C by Equation (1)




	7:

	
     calculate S by Equation (2)




	8:

	
        C h  ,  C l  ←   quartile(C, upper, lower)




	9:

	
        S h  ,  S l  ←   quartile(S, upper, lower)




	10:

	
     if   C ≥  C h    and   S ≥  S h    then




	11:

	
         S c o r e ( w o r d ) = n o r m a l i z e d ( C ) ∗ n o r m a l i z e d ( S )  




	12:

	
          W M  ←  W M  ∪  w o r d   




	13:

	
     else if   C ≥  C h    and   S <  S l    then




	14:

	
         S c o r e ( w o r d ) = n o r m a l i z e d ( C ) − n o r m a l i z e d ( S )  




	15:

	
          W N  ←  W N  ∪  w o r d   




	16:

	
     else if   C <  C l    and   S ≥  S h    then




	17:

	
         S c o r e ( w o r d ) = n o r m a l i z e d ( S ) − n o r m a l i z e d ( C )  




	18:

	
          W R  ←  W R  ∪  w o r d   




	19:

	
     else if   C <  C l    and   S <  S l    then




	20:

	
         S c o r e ( w o r d ) = 1 / ( n o r m a l i z e d ( C ) ∗ n o r m a l i z e d ( S ) )  




	21:

	
          W I  ←  W I  ∪  w o r d   




	22:

	
     end if




	23:

	
    end for




	24:

	
      end for




	25:

	
end for















3.3. Selective Augmentation Operations


According to the identified word contributions, we proposed a text augmentation method for ABSA that selects words for each sentence consisting of three operations. In our previous work [12], we applied unimportant words to synonym replacements and important words to synonym insertions, which outperformed the baselines. Motivated by this result, we applied the text editing operation based on the following considerations:




	
Selective Replacement (SR): Select n words, except Meaningful words from the given sentence and replace them with synonyms. The only thing to keep in mind is that the replacement should not fall within the aspect term. This is ensured by replacing the aspect term with a fixed expression ($t$) before the replacement.



	
Selective Insertion (SI): Select n words, except Necessity, and Irrelevant words from the sentence and then insert their synonyms. We must ensure that the aspect words remain unchanged. Replacing the aspect with a single expression ($t$) resolves this problem.



	
Selective Deletion (SD): Choose n words, except aspect term and Meaningful words from the sentences, and then delete them. We must apply a procedure similar to that described above and replace the aspect word with a fixed expression ($t$) to ensure that this expression cannot be selected for deletion.








Each augmentation operation was performed to generate different types of augmented text to balance the training sets. Regarding synonym replacement and insertion operations, we implemented an alternative resource using a word embedding model to provide high-quality synonyms. The n was determined by hyperparameter  α , representing the augmentation strength. The pseudocode for selective replacement is presented in Algorithm 2.






	Algorithm 2 Selective replacement



	Require: training dataset   D  t r a i n   , aspect term,  α , fixed expression $t$, Necessity words   W N  ; reward words   W R  ; irrelevant words   W I  ; and Word2Vec

Ensure: augmented dataset   D  a u g   

	1:

	
   D  a u g   ← ∅  




	2:

	
  s y n o n y m ← ∅  




	3:

	
for sentence   ∈  D  t r a i n     do




	4:

	
    sentence ← replace(aspect term, $t$, sentence)




	5:

	
      n ← α   * len(sentence)




	6:

	
      c a n d i d a t e s ← c a n d i d a t e s ∪  W N  ∪  W R  ∪  W I   




	7:

	
    while   c o u n t ( c a n d i d a t e s ) < n   do




	8:

	
      k e y w o r d ←   select random entries in   c a n d i d a t e s  




	9:

	
    model ← vector corpus(Word2Vec)




	10:

	
     vocabulary ← vocab(model)




	11:

	
     for each word in vocabulary do




	12:

	
        s i m _ s c o r e ( w o r d ) = c o s i n e _ s i m i l a r i t y ( k e y w o r d , w o r d )  




	13:

	
      if   s i m _ s c o r e ( w o r d ) > 0   then




	14:

	
           s y n o n y m ← s y n o n y m ∪  w o r d   




	15:

	
      end if




	16:

	
        s y n o n y m ←   the highest   s i m _ s c o r e ( w o r d )  




	17:

	
     end for




	18:

	
     sentence ← replace(  k e y w o r d , s y n o n y m  , sentence)




	19:

	
        D  a u g   ←  D  a u g   ∪   sentence




	20:

	
    end while




	21:

	
end for




	22:

	
return  D  a u g   
















4. Experiments


In this section, we describe our experiments. We conducted a comprehensive investigation of two benchmark datasets to evaluate the performance of the proposed text augmentation with the word selection algorithm. Section 4.1 introduces the datasets used to test the efficiency of the proposed method, Section 4.2 describes the baselines to be compared, and finally, Section 4.3 explaines our parameter settings.



4.1. Datasets


We used the Semantic Evaluation (SemEval) datasets for 2015 and 2016 as the benchmark for the ABSA task. The SemEval datasets perform different tasks depending on the goal of the study. We selected task 12 subtask 1 from SemEval 2015 [33] and task 5 subtask 2 from SemEval 2016 [34]. These tasks predict the aspect polarity of each sentence, which agrees with our study.



The datasets comprise training and testing sets for evaluating the model. The polarity frequencies in the training and testing datasets are shown in Table 3. The number of positive-sentiment words was much greater than the neutral sentiment in each dataset. Therefore, we considered balancing the class using a text augmentation method. We trained the full datasets for the main results. In addition, we also randomly sampled   n = ( 100 , 200 , 500 , 1000 )   examples from the training sets to evaluate the effectiveness of the proposed method in low-resource scenarios.




4.2. Baselines


In this study, we evaluate the performance of the proposed selective word augmentation method using the following baselines:




	
No-DA trains the three classifiers without data augmentation operations.



	
EDA [8] is a random word replacement method based on WordNet.



	
EDA-w2v [35] is an alternative version of the original EDA that implements the word2vec model [31] to find similar words.



	
IG [12] selects the word in the text to be replaced based on the integrated gradient attribute score and uses WordNet to identify synonyms.



	
IG-w2v is the extended version of the original IG. We applied the word2vec model to obtain similar words.









4.3. Parameter Settings


We used three types of transformer models for sentiment classifiers: (1) BERT is pre-trained on a massive amount of text and reads text from both left-to-right and right-to-left, giving it a better understanding of word meaning in context. (2) DistilBERT is a smaller, faster, and lighter version of BERT, with approximately 40% fewer parameters but retaining 97% of BERT language understanding capabilities. (3) RoBERTa is an improvement over BERT, where the training procedure is optimized, including larger batches, more data, and dynamic masking. The models provided better representations and improved performances compared to BERT on many benchmarks. These models offered excellent performances on a large variety of classifiers in NLP tasks, including sentiment analysis, and often surpass traditional models due to their powerful representation learning ability to capture the semantic and syntactic features of text. The learning rate of the AdamW optimizer [36] was 5e-5, and the cross-entropy loss function was implemented. We trained 64 samples in each batch, and the maximum input sequence length of the text was 512. The number of iterative rounds (epochs) was 50. The augmentation strength  α  was set to 0.2, which affected the number of augmented words. We ran the training set three times for each augmentation method, and the average accuracy was reported as the final performance for fair comparison. The selected values of the hyperparameters were based on the setting from the references [12,35].



We set the number of augmentations to six for the neutral class, which was determined according to the imbalance ratio of the training dataset. For example, the frequency of neutral sentiment in the SemEval 2015 dataset prior to augmentation was 36 sentences, and after generating new sentences, it expanded to   216 = 36 × 6   sentences.





5. Results and Discussion


In this section, we present the results of our study consisting of four main parts: First, we compare performances with baselines using full-set training as the main results. Second, we analyze the performances of the strategies in low-data scenarios. In addition, we explore the effectiveness of the proposed method in each augmentation operation. Lastly, we conduct an ablation study to investigate the urgency impact of two metrics, correlation and similarity, in our proposed method.



5.1. Comparison of Performances with Baselines


Table 4 compares the performances, including the average, standard deviation, and best accuracy, of the training set without data augmentation (No-DA) and the data augmentation methods for the three classifiers. The results demonstrate that text augmentation methods are valuable for sentiment classification as they improve the accuracy of the two benchmark datasets. Text augmentation methods not only expand the number of features for training models but also consider balancing the class. Consequently, the model tends to fit and increase the performance compared to the No-DA case. Among the baselines, EDA-w2v and IG-w2v are quite competitive in terms of performance. Both methods provide better results than the original method for all classifiers. In addition, IG-w2v achieves outstanding average accuracy for the DistilBERT model on the SemEval 2015 dataset. In other words, the word2vec model is an appropriate alternative synonym resource for word replacement augmentation.



Table 4 also shows that the proposed TAWC method can elevate robust transformer classifiers that achieve outstanding performance in terms of best and average accuracy in most cases. These results demonstrate that the proposed word selection for augmentation is suitable for different versions of the BERT-series model classification. Compared to the No-DA case, the proposed TAWC significantly outperforms the RoBERTa method by over 2% and 4% on the SemEval 2015 and SemEval 2016 datasets, respectively. Furthermore, compared to IG for selective augmentation, the proposed TAWC demonstrates improvement for the two datasets with all classifiers in terms of best and average accuracy. We also averaged the value of each method over the classifier according to the standard deviation. The results imply that our proposed method has better generalization than IG-w2v.



On the SemEval 2015 dataset, using the DistilBERT model, the proposed selective augmentation strategy outperformed EDA as a non-selective method by over 2%. Although the average accuracy of TAWC was less than that of IG-w2v, it obtained the highest score in terms of best accuracy. On the SemEval 2016 dataset, among the three word2vec-based augmentation approaches, TAWC outperformed the other methods by nearly 3% when applying DistilBERT and nearly 2% when using RoBERTa. For the best accuracy, the TAWC method increased the BERT and RoBERTa models to a superior score by over 90%. Generally, text augmentation based on word contributions enhances the accuracy of the sentiment classification model.



We believe that the performance improvement of word contribution-based augmentation is due to its advantage of selecting augmented words considering the roles and contributions of sentiment prediction. Furthermore, the robustness of the word2vec model ensures that relevant synonyms are used to replace augmented sentences. In addition, the model tends to generalize well due to the synthetic samples managing the balance class of the training set.




5.2. Evaluation of Data Augmentation Methods for Low-Resource Scenarios


The above experiment demonstrates that the proposed TAWC strategy outperforms the baseline methods on the two benchmark datasets. To evaluate TAWC more comprehensively, we ran the experiment on low-resource scenarios where the training data size was set to 100, 200, 500, and 1000, respectively. We compared the performance of EDA-w2v and IG-w2v as competitive baselines. The experimental results are shown in Figure 4.



It was observed that TAWC consistently improved the low-data schemes, suggesting its robustness. The most distinct improvement occurred with the SemEval 2015 dataset under the scenario of 200 samples, where the DistilBERT average accuracy increased by nearly 4% compared with No-DA case. In contrast, for a training size of 100, EDA-w2v achieved excellent performance for all classifiers. Instinctively, most sentences in the training samples were short. Therefore, as a random-based replacement, EDA-w2v outperformed TAWC. Using the SemEval 2016 dataset, TAWC exceeded the average accuracy of the baselines in all scenarios. However, IG-w2v was slightly superior by less than 1% when applying BERT classification on 100 training sets. The highest TAWC attainment occurred within the scenarios of 200, 500, and 1000 training sizes for the two datasets with the three classification models. We, thus, found that TAWC can be applied to a small training size without compromising performance.




5.3. Effectiveness of Each Augmentation Operation


In the previous Section 3.3, we showed that TAWC comprises three operations: selective replacement, selective insertion, and selective deletion. The previous evaluation only implemented selective replacement compared with the baseline values. Therefore, we conducted experiments on a full-set training size for the three classification models to evaluate the effectiveness of each operation. The results are presented in Table 5.



The results indicate that the three operations are competitive for expanding the training set. The results demonstrate the improvement in the average accuracy of the sentiment classifiers compared to the No-DA case. On the SemEval 2015 dataset, SI outperforms the other methods in terms of average accuracy for the DistilBERT and RoBERTa models. However, selective replacement improves the performance of the BERT model. Furthermore, the SD procedure obtains the highest average accuracy on the SemEval 2016 dataset under the BERT model, and the remaining classifiers are uplifted by SI augmentation. This implies that SI is more reliable than SR and SD. Generally, our results are consistent with our previous study [12], which found that inserting words performs better than replacing words. We consider that inserting Meaningful and Reward words into the generated sentence helps to minimize noise for a certain dataset. Therefore, the model tends to generalize well. Furthermore, these outcomes have inspired us to investigate more deeply what conditions are suitable for applying each augmentation operation. Choosing words carefully for augmentation according to their attention to sentiment labels improves the sentiment classifiers.




5.4. Ablation Study


We designed the TAWC technique for selective augmentation, which is determined by using two metrics, (1) analytical correlation and (2) semantic similarity, to measure the relationship between a word and a sentiment polarity. In the ablation study, correlation and similarity measurements were applied separately to small training data to investigate which approach greatly influenced keyword extraction. We designed two types of TAWCs:




	
TAWC-C: We only applied correlation to extract words in the sentence into two groups: high and low correlation.



	
TAWC-S: We only used semantic similarity to separate words in the text into two types: high and low similarity.








We ran experiments on 200 training sets with the balance class, while the test data remained unchanged. The experimental results are illustrated in Figure 5. Both TAWC-C and TAWC-S outperformed the training data without augmentation and EDA over the three classifiers on the two datasets, indicating selective words by correlation and semantic similarity function. In addition, each approach led to improvement, and the integration of the two approaches showed the best performance; thus, they were complementary.



However, according to the boxplots, removing the analytical correlation or semantic similarity led to decreased accuracy. The TAWC-S score was worse than the TAWC-C score, suggesting that the statistical correlation factor is more crucial than semantic similarity for the TAWC procedure. This finding has inspired us to explore similarity measurements further in future works. However, compared to the original TAWC, the results obtained by TAWC-C and TAWC-S demonstrate that word selection is a promising method for text augmentation.





6. Conclusions


In this paper, we introduce a lightweight yet effective text augmentation using word contributions (TAWC) strategy for aspect-based sentiment classification tasks. The proposed method uses correlation and semantic similarity measurements to extract keywords that make high (low) contributions to sentiment polarity. We then selectively augment the sentence according to the word weights. In addition, we apply word2vec embedding as a synonym resource to capture rich semantic word representations. The proposed method balances classes and maintains semantics while introducing diversity to the training set. Comprehensive experiments on the two benchmark ABSA datasets demonstrate that the proposed TAWC obtains the generalization capability of the trained model. The results also verify the effectiveness of TAWC as a selective word augmentation method for small training sizes. In addition, selective insertion augmentation could provide better performance than selective replacement.



In addition, we use the same parameters and domain throughout the experiment. Thus, in future, we plan to consider fine-tuning the hyperparameters for different augmentation strategies and more domain variants. Moreover, to improve the clarity of our study, future research can assess the effectiveness of our proposed method by incorporating an attention module into the architecture of a classifier alongside BERT-based models. We are also interested in exploring another measurement to determine the word similarity of model embedding. In addition, motivated by [37,38], we will expand our experiment to investigate the performance of word contribution-based text augmentation in ABSA tasks in the context of different sentence lengths.
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Figure 1. A group ofword contribution illustrations based on high and low degrees of two perspectives: correlation and semantic similarity. 
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Figure 2. The workflow of our proposed word selection for augmentation method consists of three parts: (a) data preprocessing to provide the minor class of the cleaned dataset, (b) extracting word contributions into four categories, and (c) applying selective augmentation procedures to generate synthetic data. 
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Figure 3. Data preprocessing steps: (1) noise removal and (2) word correction to clean text. 
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Figure 4. Result of performance: average accuracy of data augmentation methods for small training size (n = 100, 200, 500, and 1000) for SemEval 2015 and SemEval 2016 datasets. 
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Figure 5. Boxplot for evaluation of correlation and similarity metrics for TAWC compared to No-DA and EDA under 200 training sets from SemEval 2015 and SemEval 2016. 
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Table 1. The rules for each word category.
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	Categories
	Rules





	Meaningful
	   n o r m a l i z e d ( C ) ∗ n o r m a l i z e d ( S )   



	Necessity
	   n o r m a l i z e d ( C ) − n o r m a l i z e d ( S )   



	Reward
	   n o r m a l i z e d ( S ) − n o r m a l i z e d ( C )   



	Irrelevant
	   1 / ( n o r m a l i z e d ( C ) ∗ n o r m a l i z e d ( S ) )   










 





Table 2. Examples of word contributions in minority classes.
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	Label
	Negative
	Neutral





	Meaningful
	[’bad’, ’disappointing’, ’unhelpful’,

’unfriendly’, ’minus’, ’worst’,

’lousy’,’horrid’]
	[’mediorce’, ’beat’, ’simple’, ’green’,

’settled’, ’varies’, ’normal’,

’suppose’, ’casual’, ’ok’]



	Necessity
	[’stuffed’, ’appetizer’, ’least’,

’boyfriend’, ’prepared’, ’friend’,

’flirting’, ’walked’]
	[’adventure’, ’trophy’, ’couple’,

’doors’, ’blueberry’, ’wives’, ’arrive’,

’delivers’,’refill’]



	Reward
	[’distraction’, ’kanish’, ’overall’,

’generally’, ’paying’, ’fair’,

’typical’,’noisy’, ’big’]
	[’nice’, ’however’, ’back’, ’simply’,

’attentive’, ’warm’, ’would’, ’high’]



	Irrelevant
	[’city’, ’world’, ’wooden’, ’fix’,

’sashimi’, ’village’, ’potato’, ’ny’,

’italian’]
	[’menu’, ’dinner’, ’restaurant’, ’took’,

’restaurants’, ’wine’, ’money’,

’worth’]










 





Table 3. The statistics of the datasets.
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SemEval 2015

	
SemEval 2016






	

	
Training

	
Testing

	
Training

	
Testing




	
Positive

	
963

	
353

	
1319

	
483




	
Neutral

	
36

	
37

	
72

	
32




	
Negative

	
280

	
207

	
488

	
135




	
Imbalance ratio

	
26.5:1:7.7

	
9.2:1:5.6

	
18.3:1:6.7

	
15.1:1:4.2











 





Table 4. Average accuracies across both datasets.
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SemEval 2015

	
SemEval 2016






	
Methods

	
BERT

	
DistilBERT

	
RoBERTa

	
BERT

	
DistilBERT

	
RoBERTa




	

	
Avg ± Std

(Best)

	
Avg ± Std

(Best)

	
Avg ± Std

(Best)

	
Avg ± Std

(Best)

	
Avg ± Std

(Best)

	
Avg ± Std

(Best)




	
No-DA

	
80.29  ± 0.41

	
78.22  ± 0.12

	
81.48 ± 0.44

	
83.91 ± 0.57

	
85.58 ± 0.12

	
85.60 ± 0.33




	

	
(80.72)

	
(78.39)

	
(81.94)

	
(84.49)

	
(85.76)

	
(85.95)




	
EDA

	
80.22 ± 0.85

	
78.28 ± 0.42

	
81.71 ± 0.47

	
84.51 ± 0.35

	
83.14 ± 0.16

	
85.29 ± 0.46




	

	
(81.08)

	
(78.72)

	
(82.19)

	
(84.88)

	
(83.30)

	
(85.77)




	
EDA-w2v

	
80.45 ± 0.74

	
79.67 ± 0.55

	
82.16 ± 0.12

	
85.53 ± 0.88

	
83.12 ± 0.67

	
88.3 ± 0.59




	

	
(81.19)

	
(80.24)

	
(82.28)

	
(86.49)

	
(83.82)

	
(88.97)




	
IG

	
80.34 ± 0.98

	
79.81 ± 0.14

	
81.64 ± 0.64

	
85.89 ± 0.84

	
83.08 ± 0.21

	
86.87 ± 0.97




	

	
(81.35)

	
(79.97)

	
(82.29)

	
(86.78)

	
(83.30)

	
(87.79)




	
IG-w2v

	
80.68 ± 0.81

	
81.40 ± 0.46

	
81.59 ± 0.74

	
86.92 ± 1.32

	
83.16 ± 0.42

	
88.87 ± 0.79




	

	
(81.40)

	
(81.88)

	
(82.36)

	
(88.21)

	
(83.61)

	
(89.69)




	
TAWC

	
81.96 ± 0.48

	
81.13 ± 0.77

	
83.58 ± 0.48

	
88.97 ± 0.85

	
86.14 ± 0.32

	
89.67 ± 0.61




	

	
(82.58)

	
(81.90)

	
(83.92)

	
(90.15)

	
(86.46)

	
(90.37)











 





Table 5. Results of performance for each selective augmentation procedure.
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SemEval 2015

	
SemEval 2016






	
Models

	
BERT

	
DistilBERT

	
RoBERTa

	
BERT

	
DistilBERT

	
RoBERTa




	
Methods

	
Avg ± Std

	
Avg ± Std

	
Avg ± Std

	
Avg ± Std

	
Avg ± Std

	
Avg ± Std




	

	
(Best)

	
(Best)

	
(Best)

	
(Best)

	
(Best)

	
(Best)




	
No-DA

	
80.29 ± 0.41

	
78.22 ± 0.12

	
81.48 ± 0.44

	
83.91 ± 0.57

	
85.58 ± 0.12

	
85.60 ± 0.33




	

	
(80.72)

	
(78.39)

	
(81.94)

	
(84.49)

	
(85.76)

	
(85.95)




	
SR

	
81.26 ± 0.48

	
81.13 ± 0.77

	
83.58 ± 0.48

	
88.97 ± 0.85

	
87.10 ± 0.13

	
89.67 ± 0.61




	

	
(81.78)

	
(81.90)

	
(83.92)

	
(90.15)

	
(87.23)

	
(90.37)




	
SI

	
80.11 ± 0.10

	
81.14 ± 0.35

	
83.76 ± 0.17

	
89.87 ± 0.45

	
87.12 ± 0.53

	
90.03 ± 0.47




	

	
(80.23)

	
(81.50)

	
(83.84)

	
(90.32)

	
(87.69)

	
(90.58)




	
SD

	
80.25 ± 0.96

	
80.03 ± 0.65

	
83.58 ± 0.48

	
90.12 ± 0.39

	
86.03 ± 0.12

	
89.08 ± 0.70




	

	
(81.28)

	
(80.69)

	
(83.92)

	
(90.15)

	
(86.15)

	
(89.85)
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