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Abstract

:

Current research on game difficulty prediction mainly uses heuristic functions or physiological signals. The former does not consider user data, while the latter easily causes interference to the user. This paper proposes a difficulty prediction method based on multiple facial cues and game performance. Specifically, we first utilize various computer vision methods to detect players’ facial expressions, gaze directions, and head poses. Then, we build a dataset by combining these three kinds of data and game performance as inputs, with the subjective difficulty ratings as labels. Finally, we compare the performance of several machine learning methods on this dataset using two classification tasks. The experimental results showed that the multilayer perceptron classifier (abbreviated as MLP) achieved the highest performance on these tasks, and its accuracy increased with the increase in input feature dimensions. These results demonstrate the effectiveness of our method. The proposed method could assist in improving game design and user experience.
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1. Introduction


Games, as the most common entertainment form, have a large audience. Difficulty is a fundamental concept in games [1,2]. Excessive difficulty may cause users anxiety, while insufficient difficulty may lead to boredom [3]. To attract players of different levels, game developers usually provide various difficulty settings for players to choose from or design algorithms to automatically adjust the game difficulty to match the player’s level. All of these require assessing the user’s perceived game difficulty in advance [4]. Furthermore, game difficulty could impact player motivation [5,6], self-confidence [7], performance [8], and engagement [9]. Therefore, it is necessary and meaningful to predict game difficulty accurately.



Most current studies utilize success rates, life points, and completion times to assess game difficulty [10,11,12]. Although they can predict game difficulty to some extent, they hardly take user data into account. Some methods collect physiological signals when users play the game and employ machine learning methods to classify the difficulty [13,14]. Although physiological signals are more objective, their acquisition process often requires some sensor devices connected to users, which may be invasive and affect the game experience. Additionally, it is laborious to process physiological data. These can lead to a lower accuracy of prediction.



This paper presents a method for predicting game difficulty based on multiple facial cues and game performance. Unlike those cumbersome physiological signal-based methods, our method is non-invasive and requires only one camera to record user data. Specifically, we use various computer vision methods to obtain multimodal facial features during gameplay, including facial expressions, gaze directions, and head poses. Multimodal features are collected because they can compensate for the shortcomings of a single modality. Then, we build a game difficulty dataset by combining these facial cues with the user’s game performance as input and labeling it with the user’s subjective difficulty scores. Subsequently, we train several machine learning classifiers and compare them on two tasks: two-class classification and three-class classification. The experimental results show that MLP, a forward-structured neural network that contains several fully connected layers, outperforms other machine learning classifiers on these two tasks. In addition, we compare the effects of different inputs on prediction performance, and the results further demonstrate the effectiveness of combining multimodal features.



The main objective of this paper is to provide a method for automatically recognizing user-perceived game difficulty, which can help designers modify games based on the difference between predicted difficulty and designed difficulty. In addition, the game level can be dynamically adjusted according to the estimated difficulty. For example, when users feel that the game is difficult or are challenged when playing, the system could reduce the game difficulty accordingly. Additionally, our method can be introduced not only to game difficulty prediction but also to any research related to user perception.



In summary, the main contributions of this paper are as follows:




	
We created a game difficulty dataset that uses facial expressions, gaze directions, head poses, the number of failures, and game scores as inputs, which subjective game difficulty ratings as labels.



	
We compared the performance of different machine learning algorithms on the collected dataset and performed ablation experiments to compare the effects of various inputs on prediction accuracy. The results showed that MLP achieved the best results on all evaluation metrics, and combining multiple features yielded the highest performance.








The remainder of the paper is organized as follows: Section 2 reviews the studies concerning difficulty prediction and multimodal fusion. Section 3 introduces the procedures of the experiment and dataset collection. Next, Section 4 compares the performance of different machine learning methods on two classification tasks, and Section 5 discusses the experimental results and points out the limitations. Finally, Section 6 concludes the study.




2. Related Work


2.1. Difficulty Prediction


Some studies utilized heuristic functions to measure the difficulty level faced by the player. These methods typically use success rates, life points, and completion times to calculate game scores and assess difficulty [15]. For example, VanKreveld et al. [10] presented a method for automatically evaluating the difficulty of puzzle games that combines and weights features from several aspects, including level size, number of balls, and minimum number of moves, to generate the difficulty function. The weights of each feature are determined by optimizing the function on a set of known difficulties. Ashlock et al. [16] used the average solution time of an evolutionary algorithm and the number of failures to grade the Sokoban boards’ difficulty. Kristensen et al. [12] introduced factorization machines (Fms) to predict game difficulty based on the observed attempt times from early levels and levels others played. Fms have been widely used in recommendation systems [17,18]. It is a factorization model that can be used as a predictor for tasks such as classification and regression. The experimental results in the study showed the superiority of Fms over random forest (RF). Although, to some extent, the mentioned methods could predict the game difficulty, none of them take the objective user data generated during interactions into account, which limits the accuracy of prediction.



Several studies have begun to utilize user data to measure game difficulty. Blom et al. [19] used the RF classifier to categorize identified user facial expressions to predict the challenge difficulty of each chunk and adjusted the difficulty of each chunk accordingly. Compared to heuristic methods, this approach is smoother and more efficient (requiring fewer iterations). However, using a single facial expression may not accurately reflect the user’s genuine sentiments about difficulty, resulting in limited enhancement of the game experience. In addition to facial expressions, physiological signals are alternative methods chosen by many researchers to evaluate game difficulty since they can objectively respond to the changes in users’ physiological conditions. Naumann et al. [13] measured game difficulty using electroencephalogram (EEG) signals. After collecting and processing EEG signals, the authors trained a linear regression model to predict the game difficulty. Although the correlations of Pearson and Spearman between the predicted and actual difficulties were high, RMSE was relatively low. Girouard et al. [14] collected functional near-infrared spectroscopy (fNIRS) data from users and used sequence classification methods [20] to predict game difficulty. Unlike EEG signals, fNIRS is non-invasive, portable, and unaffected by user movements. However, it did not perform well (accuracy: 61.1%) in classifying game difficulty. Furthermore, Darzi et al. [21] achieved higher accuracy in game difficulty prediction by combining physiological signals, game performance, and personal characteristics.



Some studies predict the difficulty of other tasks. For example, Sakamoto et al. [22] used eye-tracking features to estimate users’ perceived difficulty when reading educational comics. Specifically, the authors first used a head-mounted device to collect multiple eye-movement information, including fixations, blinks, heat maps, etc. Then, a support vector machine (SVM) classification model was trained with these features and achieved F1 scores of 0.721 and 0.742 in user-dependent and user-independent models, respectively. The effectiveness of eye-tracking features has also been validated in text difficulty prediction [23,24].




2.2. Multimodal Fusion


Using single-modal data may be inadequate to obtain promising prediction performance, and some studies suggest combining multimodal data. For example, Kawamura et al. [25] used facial information, head movement, and upper limb pressure to predict learners’ wakefulness levels during a video course. The authors classified learner states into three categories: Awake, Drowsy, and Asleep, and achieved high classification performance with the CatBoost classifier [26]. However, the study used only one classification method and did not compare with other methods. Peng et al. [27] combined three modalities, including facial, heart rate, and acoustic features, and trained multiple machine learning classifiers (SVM, RF, and MLP) to predict students’ mental state. The results showed that RF obtained better performance than other methods. Besides, using acoustics and heart rate can more accurately predict concentration and confusion, while combining the three modalities could better classify frustration and boredom. Zhou et al. [28] measured the cognitive load of surgeons during surgery by recording multiple physiological signals, including heart rate variability, galvanic skin, and electroencephalography. They compared different classifiers, modalities, and fusion schemes, and the results also showed that the combination of multiple modalities could outperform a single modality. Compared to other methods, SVM was able to achieve better performance. Some studies also merge various modalities to achieve high accuracy in emotion recognition [29,30,31].



From the above studies, it is clear that the combination of multimodal data can compensate for the shortcomings of single data. Although they are not directly related to game difficulty prediction, we can draw on the multimodal idea introduced in these studies to our research. Inspired by these studies, our study also uses multimodal data to predict user-perceived game difficulty. Unlike them, we use multiple facial cues and game performance instead of physiological signals or eye-tracking data. The reasons are as follows: (1) it is more convenient to use a camera to collect facial data without disturbing the user. (2) the economic cost is relatively low since a camera is the only device we need. (3) we can obtain multiple salient features (i.e., facial expressions, gaze directions, and head poses) from a single facial image. Among them, facial expressions can react to one’s inner emotion, while the gaze directions and head poses can reflect the attention. Since game performance is an essential indicator of the player’s game state, we integrate it into the features.



In addition, the above studies have also shown the effectiveness of machine learning algorithms in a wide variety of classification tasks. Therefore, this study also draws support from different machine learning classification models to predict game difficulty. The study sought to answer the following research questions: (1) Which machine learning classifier performs better at game difficulty prediction? (2) Can multimodal facial features and game performance be more effective than single-modal features?





3. Methods


3.1. Participants


Twenty-nine participants (13 males, 16 females) with aged 22 to 35 years (M = 25.9, SD = 3.3) were recruited online for this research. All of them were right-handed and had normal or corrected vision. They were graduate students at Hunan University. At the beginning of the experiment, all subjects were informed of the experimental procedure and asked to fill out a basic information questionnaire. The main elements included gender, age, education, average daily game hours, and whether they had played Dino Run or a similar parkour game. The average time they spent playing was 1.38 h (SD = 0.97) per day. They all had played Dino Run or similar games. However, they do not play the game used in this study, as it was a redesigned and developed version of the original game. Before the experiment, they signed the informed consent voluntarily. Upon finishing the experiment, they would receive a gift to appreciate their participation.




3.2. Experimental Procedure


Based on previous research [13,21], predicting game difficulty with machine learning models generally requires constructing a dataset with objective features (i.e., physiological signals, facial expressions) as input and subject ratings as labels. Then, after training the classification model on the collected dataset, it can be applied to recognize game difficulty. Therefore, in this study, we first need to create a dataset.



When selecting the game for data collection, the following aspects were mainly involved: first, the operation should not be complex to prevent a high learning burden. Previous studies have used games, including Tetris [13], Pacman [14,19], and Pong [21], which all meet this requirement. Second, the game should contain various modes to stimulate unequal physiological states and facial cues. Third, it can simultaneously record and process the facial data when the participant plays the game. With this, the workload during data processing can be significantly reduced.



Based on the above three aspects, we ultimately chose the popular game Dinosaur Run and modified it with multiple modes. We referred to the research [21] when determining the game mode settings. They used a Pong game to study difficulty prediction and generated nine game modes based on the ball speed and paddle size. Therefore, this study also established the game mode based on two aspects: dinosaur speed and cactus size. To create multiple difficulties in our game, we developed nine modes (I–IX) by adjusting dinosaur speed (slow, medium, and fast) and cactus size (small, medium, and large), as shown in Table 1. From the table, it can be observed that the difficulty in each row or column is progressively increasing. Therefore, different game modes were expected to elicit various levels of facial cues. Subjects were required to play in each mode, and their facial cues, game performance, and game difficulty ratings for each game mode were automatically collected to create the dataset. Further, we would train several machine learning classifiers on this dataset and compare their performances to obtain the best model.



The left picture in Figure 1 shows the interface at the start of the game. Users can press the space key or click the start button to enter the game. The right picture in Figure 1 shows a screenshot during gameplay.



After the participants arrived at the lab at the appointed time, we introduced them to the game’s contents, rules, and duration. Then, they filled out the consent voluntarily. Next, participants were requested to play one or two random modes to familiarize themselves with the game. All users indicated that they were aware of the game operations and experimental requirements after the pretest. Subsequently, the formal experiment started. Figure 2 shows the experimental procedure.



To mitigate the order effect, we randomly disrupted the order of the games before the formal experiment started. The experimental procedure is detailed as follows: Participants enter the game interface after clicking the start button or pressing the space key. During gameplay, they tap the space key to jump over the cactus. If the user does not avoid a cactus, the number of failures increases by one, and the game continues. The duration of each game is 30 s. After completing one mode, the game returns to the initial interface. Users need to rate the difficulty on a scale from 1 to 9, where 1 means extremely easy, 5 represents normal (neither easy nor hard), and 9 indicates very hard. Then, they take a break for about 1 to 2 min to prevent fatigue. Afterward, users enter the game in a different mode by pressing the start button again. The entire experiment took about 15 min, and we only recorded users’ facial data while they were playing. We used the number of failures (touching the cactus) and the score as indicators of the game performance. The lower the number of failures, the smoother the user’s gameplay was in that mode.




3.3. Dataset Collection


We use facial expressions, gaze directions, head poses, and game performance to predict game difficulty. Among them, facial expressions can mirror the user’s inner emotions to a certain extent, gaze directions and head poses are related to the user’s attention, and game performance reflects proficiency. Therefore, by combining these data from various modalities, we expect to predict the perceived game difficulty experienced by users during interaction.



We use OpenFace [32], a prominent facial behavior analysis toolkit that has been employed in many studies [11,33,34], to obtain gaze directions and head poses. The gaze directions include pitch and yaw, and the head poses include pitch, yaw, and roll. Then, ResMaskingNET [35], which has achieved promising performance on several publicly available facial expression datasets, is utilized to detect facial expressions. Facial expressions include happy, sad, angry, surprise, fear, disgust, and neutral. Figure 3 shows the facial cues obtained via OpenFace 2.0 (available at https://github.com/TadasBaltrusaitis/OpenFace Last accessed: 10 September 2024) and ResMaskingNET (available at https://github.com/phamquiluan/ResidualMaskingNetwork Last accessed: 10 September 2024). Participants’ facial expressions, gaze directions, and head poses in each frame during gaming were saved to a local Excel file for subsequent processing.



After completing each game mode, we recorded the player’s game performance, including the score and the number of failures. Then, we combined the averages of their facial cues and game performance as the final input features. Thus, we obtained 14-dimensional features (facial expression: 7, gaze direction: 2, head pose: 3, game performance: 2). Finally, we built a game difficulty prediction dataset with these features as inputs and the users’ subjective difficulty rating scores as labels. Figure 4 shows an example of generating a dataset sample from a test video containing n-frame images. The first column shows the facial cues computed in each frame, the second column displays the average results of each facial feature and the game performance, and the last column shows the subjective difficulty rating and the corresponding difficulty category. The mapping rules between the subjective difficulty rating and the difficulty category will be described in detail in Section 3.5.



Since we integrated the facial data processing module into the game, there is no desynchronization problem between the acquired facial cues, as in physiological signal-based methods.




3.4. Subjective Difficulty Ratings


Figure 5 shows the subjective difficulty rating scores for each game mode. When the dinosaur speed is slow, the larger the cactus size, the more difficult the user feels. Then, when the dinosaur speed is medium, there is no significant difference in the subjective scores between medium and large cactus sizes. In addition, we can also find that when the dinosaurs were fast, all the subjective difficulty ratings in these three modes exceeded six and were almost identical. The above results indicate that when the dinosaur speed is low, the size of the cactus has a significant effect on game difficulty. However, as the dinosaur speed increases, the effect of cactus size decreases.



Subsequently, we use SPSS statistics 24.0 (IBM Corp, Armonk, NY, USA) to analyze the inter-rater reliability of the subjective difficulty ratings. Kendall’s W-test results showed statistical significance (    χ   2   = 145.655  , p < 0.001), indicating that the subjective ratings were consistent. Meanwhile, Kendall’s coordination coefficient W reached a value of 0.628. It further revealed that the data were reliable and had a relatively strong consistency level.




3.5. Classification Tasks


Based on previous research [13,14,21,22], game difficulty is generally divided into two and three categories. Thus, we conduct two tasks to compare the performance of various machine learning methods.



Table 2 and Table 3 define the classes for the two-class and three-class classification tasks. The definitions of the tasks and the ranges in each class are described as follows.



Two-class classification: The input data were classified as “simple” or “hard” for perceived game difficulty. The ranges for each class in Table 2 were defined manually based on the distributions of all subjects’ difficulty ratings and ensured that the sample size in each class was approximately identical. Table 2 presents the number of samples in each class. We observe that the number of samples in these two classes is almost equal.



Three-class classification: The input data were classified as “simple”, “normal”, or “hard” for perceived game difficulty. In this task, we just divided the rating scores into three categories with equal intervals. Additionally, Table 3 presents the number of samples in each class. We observe that the second class encompasses the highest number of samples.




3.6. Evaluation Metrics


We measure the classification performance of these machine learning methods using widely used metrics: F1-score, accuracy, precision, and recall. These metrics range from 0 to 1, with larger values (close to 1) indicating better performance. In addition, the confusion matrix is used to visualize the classification results.





4. Experimental Results


We divided the collected dataset into two parts: the training dataset and the validation dataset. The ratio between them is 4:1. Then, we trained several machine learning classifiers on the training dataset, including support vector machine (SVM), k-nearest neighbors (KNN), Naïve Bayes, decision trees (DT), random forest (RF), gradient boosting (GB), Adaboost (AB), and multilayer perceptron (MLP). These methods were implemented using Sklearn [36] and trained with default training parameters. The following sections present the comparison results of these methods on the validation dataset.



4.1. Comparison of Performance on the Two-Class Classification Task


Table 4 reports the performance of these methods on the two-class classification task. Since the discrepancies among the four evaluation indicators in each classifier are relatively small, we do not present the results in graphical form. From the table, we observe that MLP achieved the highest results on all evaluation metrics, and the values of these metrics were over 0.85. The performances of KNN and GB were slightly lower than that of MLP and separately ranked second and third. Additionally, AB achieved the poorest performance, with all the metrics below 0.7. Further, we use the confusion matrix to analyze the performance of these methods in each category. Figure 6 shows the confusion matrices for the top three methods, including MLP, KNN, and GB. We observe that MLP performs well in predicting the “simple” class but is mediocre for the “hard” class. In contrast, KNN and GB achieved higher accuracy in predicting the “hard” class. The reasons why MLP performs poorly in the “hard” class may be due to the following reasons: 1. The model structure might be too complicated for the two-class classification task, leading to overfitting when training on the dataset since we used the default parameters for the MLP classifier. 2. MLP is sensitive to the choice of initial training weights and bias, which may cause the model to become stuck in local optima, leading to a divergence in the training process [37,38]. In future studies, we will further explore the effects of different training parameters, the number of neurons, and the number of hidden layers on the classification performance.




4.2. Comparison of Performance on the Three-Class Classification Task


Figure 7 reports the performance of these methods on the three-class classification task. We observe that MLP achieves the highest results on all four evaluation metrics, and the values of these metrics were close to 0.8, while those of other methods were below 0.7. The results indicate that MLP is more suitable for predicting game difficulty than the other methods in the three-class task. In addition, surprisingly, KNN, which achieved satisfactory performance on the two-class classification task, does not perform well on the three-class task. Additionally, AB, which achieved the worst performance on the two-class classification task, is ranked second on the three-class task. These results imply that the same methodology could perform differently on different tasks. Figure 8 presents the confusion matrices for the top three methods: MLP, AB, and GB. We observe that the accuracy of all three methods in predicting the “simple” class is inferior to that of the remaining two classes. This disparity could be due to the small sample size of that class in the dataset. An imbalanced dataset significantly restricts the estimation performance of the model [39]. In addition, MLP achieves high prediction accuracies (exceeding 80%) on both the normal and hard categories. Although its accuracy in the “simple” class is only 0.714, it also outperforms AB and GB by a large margin. The results reveal the advantage of MLP in handling complex tasks.




4.3. Comparison with Different Data Modalities on the Three-Class Task


From the above results on the two-class and three-class tasks, we observe that the latter task is more difficult. Therefore, we used the three-class task to conduct an extra experiment to verify the differences in classification performance from different input data modalities. Since MLP demonstrated better performance on these tasks, we used it as the classifier.



First, we compare four types of single input data: FE, GD, HP, and GP, where FE indicates the intensity of facial expressions, GD denotes gaze directions, HP is stands for head poses, and GP refers to game performance. We only adjusted the number of neurons in the input layer and kept other parameters unchanged. Rows 1–4 in Figure 9 show the results of MLP with different single inputs. We find that GP is more accurate than the other data modalities. Therefore, in the next step, we use GP as the baseline feature and integrate it with other modalities. Then, three multiple fusion datasets were compared: GP + FE, GP + FP + GD, and GP + FE + GD + HP. Rows 5–7 in Figure 9 report the results of MLP with different multiple inputs. We observe that the prediction accuracy increases as the feature dimension rises. Fusing these four modalities achieves the best results across all four metrics. The experimental results demonstrate the effectiveness of combining multiple data modalities to predict game difficulties.





5. Discussion


Machine learning methods such as MLP, SVM, and DT have been applied in many fields, such as usage intentions for website prediction [40], stress recognition [41], user satisfaction prediction [42], etc. This paper uses machine learning classifiers to predict user-perceived game difficulty by learning representations from different user facial cues and game performance. The experimental results show that MLP acquired better performance than other classifiers on both two-class and three-class classification tasks. Unlike other traditional classifiers, MLP contains multiple hidden layers and nonlinear activation functions, which enables it to simulate complicated nonlinear interactions between inputs and outputs and handle more complex tasks. Therefore, it could achieve superior performance in our study, especially on the 3-class classification task with an imbalanced dataset. Additionally, classifiers such as SVM and DT, although they have also achieved promising results in previous studies, did not perform well on the three-class classification task. These results indicate that various methods are suitable for different classification tasks.



Blom et al. [19] also used a camera-based approach to capture user facial expressions and predict the game difficulty perceived by the user. However, using only facial expressions may not be sufficient, as we found that some participants’ facial expression changes were not visible during the experiment, which may be because the game is relatively simple and does not evoke sufficient emotions, or they may deliberately control their expressions. Multimodal fusion can gather information from multiple dimensions and thus complement unimodal data. The classification performance of MLP improved by combining multimodal data, which is consistent with studies [21,25,27,28]. Unlike these studies, which required the use of different hardware devices to collect user data (e.g., physiological signals, eye movements, etc.) in a restricted laboratory setting, our method could acquire multiple modalities of data from facial images recorded by a single camera, allowing us to collect data in any place without affecting the user’s gaming experience. Furthermore, although the physiological signal method is also objective, the data acquisition and synchronization processes are more complicated than our method.



Our study is based on a customized single-player parkour game. It is worth pointing out that the proposed framework could also apply to other game types, such as puzzle or action. It can be easy to capture facial cues when users play games, since most users’ computers are equipped with front-facing cameras. However, when predicting the perceived difficulty, it would be inappropriate and inaccurate to directly employ the model trained in this study for another game unless the two games are similar in operation, mechanics, game settings, etc. User experience in different games should be different, and the user could be easily influenced by various aspects, including game content, graphics, other players, etc. Therefore, their facial cues and subjective feelings will be discrepant with our study. We should recollect the dataset and train various machine learning models for other games as we did in this study. In the future, we will consider using multiple games to collect and create a broad dataset to improve the generalization ability of the prediction model. Additionally, fusing the strengths of various models to develop new machine-learning models is also one of the directions that can be focused on in the future.



Several limitations of this paper should be acknowledged. First, the participants in this study were graduate students and game enthusiasts from our university, which may introduce potential bias and limit the validity of the results. In the future, we will recruit participants with diverse gaming backgrounds, ages, and cultural experiences to improve the representation and robustness of our method. Second, the game we used is relatively simple to operate, which only requires users to press the space bar when playing. Some users suggest that adding game components, such as gold coins or skills, might improve the game’s interestingness. Third, we set and adjusted the game difficulty in only two dimensions: dinosaur speeds and cactus sizes. The realistic difficulty settings in computer games should contain more dimensions, such as new obstacles, power-ups, and skill-based mechanics. We will consider adding these elements to the game to construct a more realistic representation of difficulty level in a following study and validate the generalization ability of the machine learning classifiers in more games. Lastly, using a camera to collect facial data may limit the motion range of the user’s head. Typically, the camera is fixed to the computer. Since the camera has a limited field of view, users should keep their heads within the range to prevent the loss of facial data. However, during the experiment, we found that some users moved out of range unconsciously. In future experiments, we could add an additional camera to capture the user’s face from multiple directions.




6. Conclusions


In this paper, we propose a non-intrusive, low-cost, and efficient method for predicting game difficulty. The method requires only one camera to capture the user’s facial data during gameplay and utilizes different computer vision methods to simultaneously detect facial expressions, gaze directions, and head poses. We built a dataset by combining these three modalities with game performance as input features and the user’s subjective difficulty ratings as labels. Several machine learning models were trained and compared using this dataset. The experimental results show that MLP performs better than other methods in predicting game difficulty. In addition, we explored the effect of different inputs on classification performance, and the results indicate that the combination of multimodal features can effectively improve accuracy.
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Figure 1. Game interface. 
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Figure 2. Experimental procedure. 
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Figure 3. Facial cues obtained via OpenFace and ResMaskingNET. Here, happiness indicates the estimated expression category, the blue cube is the head pose direction, the red dots are facial landmarks, and the green lines denote the gaze directions. 
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Figure 4. Facial cue processing and dataset construction. The values in the figure are only used to explain the process and assist understanding. The check mark indicates the corresponding difficulty category of the subjective rating in Two-class or Three-class classification tasks. 
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Figure 5. Users’ subjective difficulty ratings for each game mode. 
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Figure 6. Confusion matrices of MLP, KNN, and GB on the two-class classification task. 
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Figure 7. Performance comparison on the 3-class classification task. 
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Figure 8. Confusion matrices of MLP, AB, and GB on the three-class classification task. 
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Figure 9. Comparison of MLP with different input data modalities. Here, FE represents facial expression, GD is gaze direction, HP indicates head pose, and GP is game performance. Bold represents the best. 
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Table 1. Game mode settings.
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	Dinosaur Speed\Cactus Size
	Small
	Medium
	Large





	Slow
	I
	II
	III



	Medium
	IV
	V
	VI



	Fast
	VII
	VIII
	IX










 





Table 2. The definition of game difficulty classes for the two-class classification task.
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	Dimension
	
	Difficulty





	Class simple
	Range
	1–5



	
	Samples
	123



	Class hard
	Range
	6–9



	
	Samples
	137










 





Table 3. The definition of game difficulty classes for the three-class classification task.
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	Dimension
	
	Difficulty





	Class simple
	Range
	1–3



	
	Samples
	57



	Class normal
	Range
	4–6



	
	Samples
	120



	Class hard
	Range
	7–9



	
	Samples
	83










 





Table 4. Performance comparison on the two-class classification task. Bold represents the best.
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	Classifier
	Precision
	Recall
	F1-Score
	Accuracy





	SVM
	0.833
	0.830
	0.831
	0.833



	KNN
	0.861
	0.851
	0.854
	0.857



	Bayes
	0.714
	0.716
	0.714
	0.714



	DT
	0.693
	0.695
	0.690
	0.690



	RF
	0.811
	0.803
	0.806
	0.810



	GB
	0.833
	0.830
	0.831
	0.833



	AB
	0.688
	0.685
	0.686
	0.690



	MLP
	0.865
	0.865
	0.857
	0.857
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