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Abstract: Malware triage is essential for the security of cyber-physical systems, particularly against
Advanced Persistent Threats (APTs). Proper data for this task, however, are hard to come by, as
organizations are often reluctant to share their network data due to security concerns. To tackle this
issue, this paper presents a secure and distributed framework for the collaborative training of a global
model for APT triage without compromising privacy. Using this framework, organizations can share
knowledge of APTs without disclosing private data. Moreover, the proposed design employs robust
aggregation protocols to safeguard the global model against potential adversaries. The proposed
framework is evaluated using real-world data with 15 different APT mechanisms. To make the simu-
lations more challenging, we assume that edge nodes have partial knowledge of APTs. The obtained
results demonstrate that participants in the proposed framework can privately share their knowledge,
resulting in a robust global model that accurately detects APTs with significant improvement across
different model architectures. Under optimal conditions, the designed framework detects almost all
APT scenarios with an accuracy of over 90 percent.

Keywords: federated learning; advanced persistent threats; robust aggregation; cyber security;
malware triage

1. Introduction

The security of the network layer in cyber-physical systems (CPSs) is of paramount
importance in various domains [1–3]. While conventional Intrusion Detection Systems
(IDSs) are effective at flagging common cyber-attacks in network traffic, they often struggle
to differentiate more advanced threats that use a sequence of different attack mechanisms
to achieve malicious objectives [4,5]. This limitation prevents security experts from fully
understanding the true objectives of the attacks once they are detected.

Advanced Persistent Threats (APTs) are a prime example of these sophisticated attacks
that jeopardize network security in CPSs [4–6]. In contrast to commonly known cyber-
attacks, APTs are continuous attacks that take place over time. These targeted attacks are
designed to remain undetected in the system for the duration of the attack. Mitigating
APTs requires more complex solutions, as conventional defense mechanisms often fall
short in detecting these attacks [7]. Failure to flag APT attacks can lead to catastrophic
consequences, including financial problems and loss of information. For example, in 2009,
an APT attack named Stuxnet hacked into the Supervisory Control and Data Acquisition
(SCADA) system and Programmable Logic Controllers (PLCs) of a nuclear plant, aiming at
the physical destruction of this facility [8].

These challenges necessitate tailored solutions to eliminate APTs promptly. Many re-
search efforts are dedicated to the detection of APTs using machine learning techniques [9,10].
Detection models are the core of malware triage, distinguishing sophisticated malware
and prioritizing it over regular malware [11,12]. In this process, the characteristics of the
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detected malware should be analyzed based on past events and the dynamics of the net-
work so that the potential impact of the attack on the system can be estimated. This enables
security teams to manage their resources and eliminate the threat more effectively. By
doing so, organizations can identify and respond to APTs promptly, which, in turn, reduces
the risk of long-term infiltration and damage [13]. In other words, utilizing this approach
facilitates streamlining the response process, allowing security teams to focus on the most
critical threats first, such as APTs, while efficiently handling less severe malware incidents.

Existing APT detection models can be categorized into anomaly detection and signature-
based detection models [7]. Signature-based models usually employ supervised learning
to distinguish between benign and malicious traffic [14,15]. Nonetheless, given the small
proportion of APT samples in network traffic, signature-based models may fail during op-
eration despite the high accuracy they exhibit during training (i.e., the accuracy paradox)
[16]. Moreover, signature-based methods may struggle to detect unknown APT samples, as
their supervised models usually recognize data distributions similar to those of their training
data [17]. Conversely, anomaly detection methods are designed to detect abnormal patterns
that may indicate an adversary in the network [10,14]. However, this approach usually creates
an excessive workload for the security team when the false alarm rate increases. As a solution,
rule mining can be used to rank the detected anomalies and assist in triaging them [10].

The similarity between the signature-based approach and the anomaly detection
approach stems from their need for large amounts of training data [7,14]. Since these
models depend on centralized data offerings, their scope of knowledge is quite limited,
and hence the effectiveness of detection is adversely affected, especially against new APTs.
Similar to other data-driven methods, building an automated system for the detection
and triage of APTs requires ample high-quality data. Nevertheless, such data are hard to
come by for several reasons. Firstly, due to the complexity and long-term nature of APTs,
simulating these attacks in a lab setting is very challenging and time-consuming. Secondly,
real-world data associated with real-world cases of APTs are very rare, as organizations
are reluctant to share their network data publicly due to security concerns. One potential
solution to this problem is using federated learning (FL), which enables collaborative
learning via parameter sharing and data decentralization [18]. Although FL can be used as
a solution for data decentralization in distributed training, its privacy and security are still
concerning, as the FL surface itself may be subjected to adversaries, as investigated in the
literature [19–21].

To address the aforementioned challenges, this paper makes the following contributions:

• To tackle the issue of data scarcity and secure knowledge sharing, we design a secure
detection framework through which different organizations can jointly train a global
model for malware triage without sharing their private data, thereby adhering to
privacy regulations.

• In addition, adaptive clipping is used to safeguard the global model against adver-
saries that may degrade detection performance.

• To ensure the detection model does not experience the accuracy paradox, the detec-
tion framework is evaluated using highly imbalanced and non-i.i.d. datasets across
different nodes.

• Experiments are conducted using public records associated with 15 APT cases to
ensure the practicality of the designed framework for real-world applications.

The remainder of this paper is organized as follows. Section 2 states the targeted
problem and briefly reviews the required background for this paper. Section 3 presents the
proposed methodology. Section 4 illustrates and analyzes the experimental results. Finally,
this paper concludes in Section 5.

2. Background

The contribution of this paper lies at the intersection of APT defense and FL. This
section briefly reviews each of these topics to clarify the connection between these fields in



Appl. Sci. 2024, 14, 8840 3 of 14

this work. Then, the data utilized for simulating a case study is introduced at the end of
this section.

2.1. Advanced Persistent Threats

The integration of physical components, a network layer, and an application layer
in modern CPSs makes them susceptible to cyber-attacks [22–24]. An APT is one of
the most concerning types of these threats [25]. These sophisticated attacks have very
specific objectives and are executed gradually, with a tendency to maintain long-term
access to the system. Moreover, the attackers operating an APT often orchestrate the
attack themselves rather than using automated tools and codes. They are skilled and
well resourced, combining several tools and techniques to carry out each step of the APT.
Furthermore, the continuous and persistent nature of APTs makes them hard to detect by
security teams, as they cannot definitively categorize an attack as an APT due to a lack of
information. Thus, the security team must promptly detect any APTs in the system so that
enough resources and manpower can be allocated to eliminate such threats.

The detection of APT attacks is often performed as part of the malware triage process,
where different adversaries are ranked based on their degree of severity to set priorities for
the security team. This data-driven process, however, is heavily reliant on the availability
of data and historical patterns associated with critical threats such as APTs [5,15]. Several
research endeavors have presented solutions for detecting APTs [14,26–28]. For instance, a
risk management approach can be used to analyze the system’s expected state [29]. Multi-
label learning has been shown to be effective at categorizing each malicious sample into
different groups to provide extended insight into the data [30]. A dynamic quarantine and
recovery scheme was designed in [6] to minimize the impact of APTs when they are present
in a system. Nonetheless, despite the scarcity of data for effectively combating APTs, there
are not many studies that address this problem. Privacy and security concerns associated
with revealing network data prevent organizations from sharing such data. This paper
tackles this issue by employing FL.

2.2. Federated Learning

FL is a machine learning paradigm that collaboratively trains a global model over
several nodes or edge devices while preserving privacy [18,31,32]. User privacy in FL
is ensured through data decentralization, as each edge device forbids access to the local
data it contains [33–35]. Instead, nodes train a model on their local data and communicate
the locally optimized parameters to an aggregator server. The aggregator receives these
updates from edge devices and aggregates them into a global model [36]. Then, the
parameters of this newly obtained model are sent to the edge devices so that they can
update their local models to reflect the latest state of the global model. As this cycle
continues, edge devices share the knowledge obtained from the data they contain and can
improve their local models based on the information gathered from other nodes through
parameter aggregation.

In the context of CPSs, FL can be used to build a global model to detect intrusions
and cyber-attacks without the need to share private data [37–39]. Each organization or
node of the network that has a local malware detection model can constantly improve its
model based on the information that other nodes have acquired from their data, without
having access to such data. However, employing FL creates an extra communication surface
between the nodes of the network. As a result, if a node in this network becomes rogue,
it can jeopardize the network through different adversaries [19,21,40–42]. This problem,
however, is addressed by employing robust aggregation principles in our network, as
explained in Section 3.

2.3. Case Study

To simulate real-world APTs in computer networks, we considered the data introduced
in [11]. These data were created based on known APTs with publicly available reports. The
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dataset contains 2086 APT samples obtained from 15 different APTs, as listed in Table 1.
A total of 9021 non-APT malware samples are also included in the data. The objective of
this case study is to distinguish between APT and non-APT attacks so that malware triage
can be performed accordingly. Table 1 indicates the population of samples associated with
each APT mechanism. To minimize latency, samples were recorded using static features
that could be extracted with minimal delay. Initially, 4000 features were extracted using the
PEFrame tool. These features consisted of optional headers, MS-DOS headers, file headers,
obfuscated string statistics, Mutex, Packer, buckets, and imported APIs. As investigated in
[12], fewer than 300 of these features carry the required information for the task at hand.
As a result, we selected 264 of the originally extracted features. Feature selection was
performed based on the importance score given by random forest, as explained in [12].

Table 1. APT mechanisms included in the dataset [11]. Class populations are indicated accordingly.

Label Class No. Samples

1 APT28 68
2 APT29 205
3 APT30 101
4 Carbanak 105
5 Desert Falcon 45
6 Hurricane Panda 315
7 Lazarus Group 58
8 Mirage 54
9 Patchwork 559
10 Sandwork 44
11 Shiqiang 31
12 Transparent Tribe 267
13 Violin Panda 23
14 Volatile Cedar 35
15 Winnti Group 176
16 Non-APT Malware 9021

3. Methodology

Figure 1 depicts the overall structure of the APT detection framework. Considering a
set of nodes using a neural network model M in the FL network, each node contains a local
dataset D = {X, Y}, where X = {x1, x2, . . . , xm} and Y = {y1, y2, . . . , ym} denote the set of
samples and labels, respectively. We assume that X ∈ Rn and Y ∈ N. Furthermore, the data
are non-i.i.d. across different nodes. In a security context, X denotes the samples recorded
from network traffic, whereas Y denotes the labels specifying the attack mechanisms with
which the recorded samples are associated.

At time step t, a model is trained at node k on Dt
k and optimizes the parameters, which

in our case are the weights of the network Wt
k = {w1, w2, . . . wl}, where l is the number of

layers. Wt
k is then communicated to the aggregation server. The server receives Wt

k for N
nodes and commences the aggregation process. As a common standard, the server can zero
out abnormally large values with a threshold T0 to eliminate the effect of potential data
poisoning attacks. Assuming that wij indicates the j-th element of wi ∈Wt

k, then ∀wij ∈Wt
k,

1 ≤ k ≤ N:

Clip(wij, T0) =

{
wij if |wij| ≤ T0

0 otherwise
(1)
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Figure 1. Block diagram of the APT detection framework. Algorithms 1 and 2 are used for robust
aggregation and client updates, respectively.

If a client becomes rogue and acts maliciously, they can disrupt the global model
by communicating a set of poisoned parameters. While such attacks may vary in their
objectives, the adversarial task of a malicious client is generally to maximize the loss of the
global model as follows:

max
ξk
L(W̄t

k, ξk), (2)

where L is a loss function that returns the global model error given poisoned updates
obtained by perturbation ξk. Depending on the attack mechanism (e.g., model poisoning,
data poisoning), ξk can be applied to the local data as Dt

k + ξk or directly to the resulting
gradients as Wt

k + ξk.
The server then uses the clipped weights to aggregate the updates. Given N nodes in

the network, Federated Averaging (FedAvg) [18] is defined as follows:

FedAvg
(
{Wk}N

k=1

)
=

1
N

N

∑
k=1

Wt
k (3)

The server continuously receives Wt
k from nodes and computes Clip(Wt

k, Tt
0) to obtain the

clipped weights ∆̂t
k. ∆̂t

k is then passed as FedAvg({∆̂t
k}

N
k=1) to update the weights of the

global model W̄t+1 for the next iteration t + 1 (see line 10 in Algorithm 1).
Nonetheless, finding a fixed threshold for T0 that optimally works for all nodes and

datasets is not feasible in most cases. As a solution, one can dynamically adjust the threshold
T. We follow the adaptive clipping approach proposed in [43] and employ an adaptive
update rule. T is adjusted to find an approximate value at a specified quantile of the update
norm distribution. Assuming that γ ∈ [0, 1] is the targeted quantile, for any T, the Clip(·, ·)
function can be reformulated to the loss function J with the following definition:

J(X, T) =

{
(1− γ)(T − X) if X ≤ T
γ(X− T) otherwise

(4)

The targeted quantile is selected based on the expected risk of adversaries in the system.
Similar to most anomaly detection-based defense mechanisms in federated learning, ad-
justing this parameter involves a trade-off between security and performance. For large
values of γ, gradients are aggressively clipped, which results in highly secure aggregation.
Conversely, choosing small values of γ results in a more accurate model with a higher risk
of being compromised.
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Algorithm 1: FedAvg with Adaptive Clipping

Input: Local weights Wt
k, local thresholds Tt

k
Output: Aggregated weights W̄t+1, averaged threshold T̄t+1

1 for each time step t do
2 for each node k, 1 ≤ k ≤ N do
3 ∆t

k, Tt
k ← ClientUpdate(W̄t, T̄t)

4 end for
5 T̄t+1 = 1

N ∑N
k=1 Tt

k
6 for ∀Wt

k, 1 ≤ k ≤ N do
7 ∆̂t

k = Clip(∆t
k, T̄t+1)

8 end for
9 ∆̄t = FedAvg({∆̂t

k}
N
k=1)

10 W̄t+1 = W̄t + ηa∆̄t

11 end for

Algorithm 2: Client Update

Input: Global weights W̄t, global threshold T̄t, dataset Dt
k, learning rate η,

threshold learning rate ηT
Output: Local weights Wt

k, local threshold Tt
k

1 Wt
k ← W̄t

2 Tt
k = T̄t

3 for batch b ∈ X do
4 Wt

k ←Wt
k − η∇J(Wt

k, b)
5 end for
6 ∆t

k ←Wt
k − W̄t

7 ∆′tk ← ∆t
k ·min

(
1, Tt

k
||∆||

)
8 Calculate Tt+1

k using Tt
k, ηT , and (7)

9 return ∆′k and Tt+1
k

Aiming to find an update rule that leads to the optimal T for a specified value of γ, we
treat the above formulation as an optimization problem. To do so, the average derivative of
J for timestep t is calculated as follows:

J̄′(X, Tt) =
1
m

m

∑
i=1

{
(1− γ) if xi ≤ Tt

γ if xi > Tt

=
1
m

(
(1− γ)

m

∑
i=1

Ixi≤Tt − γ
m

∑
i=1

Ixi>Tt

)
≜

1
m

m

∑
i=1

Ixi≤Tt − γ

(5)

The update rule for estimating Tt+1 can be obtained as follows:

Tt+1 ← Tt − ηT

(
1
m

m

∑
i=1

Ixi≤Tt − γ

)
, (6)

where ηT is the learning rate used for the threshold estimation. Equation (5) enhances the
model’s performance and robustness by dynamically adapting the threshold to changes in
the update distribution.

In the obtained update rule in (6), the value of T linearly changes with a maximum of
ηT in each iteration. This can be problematic when the desired T is significantly larger or
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smaller than the current value. To address this problem, a geometric form of this update
rule is employed to speed up and improve the convergence of the function, as follows:

Tt+1 ← Tt. exp

(
−ηT

( 1
m

m

∑
i=1

Ixi≤Tt − γ
))

(7)

Each node communicates both Wt
k and Tt

k to the server. FedAvg with adaptive clipping
is defined in Algorithm 1, which details the aggregation operation on the server side. Client-
side operations are defined in Algorithm 2 based on the aforementioned formulations.

4. Experimental Results

Figure 2 depicts the flow of experiments performed under centralized and decentral-
ized settings, which are described as follows:

• Centralized training: Initially, an algorithm was selected to train ten different models
on different subsets of training data. Each model was then evaluated on the test
dataset to analyze its performance in a centralized setting.

• Decentralized training: In a decentralized setting, the designed framework was used
to collaboratively train a model using ten different nodes that contained the same
training subsets. Once the training was completed, the global state of the model,
which was accessible by all nodes, was evaluated on the test dataset.

Each experiment was repeated ten times to ensure statistical reliability; consequently,
the results were averaged to report the overall performance.

Client
Update
Client

Update

APT Data

Filtered Data

Test Data

Dataset 1

Dataset 2

Dataset 10

Malware 
Data

Feature 
Selection

...

Split to 
Train and 

Test
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Global State
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Figure 2. Block diagram of the experimental flow. Centralized and decentralized experiments are
shown on the left and right sides of the diagram, respectively. The experimental dataset, consisting of
APT and non-APT samples, was divided into training and test subsets to ensure that both centralized
and decentralized experiments used the same datasets.

4.1. Experimental Settings

Three neural network models—the One-Dimensional Convolutional Neural Net-
work (1D CNN) [44], Denoising Autoencoder (DAE) [45], and Multi-Layer Perceptron
(MLP)—were used as the base learners. All models used the Adam optimizer [46]. These
techniques and the proposed FL framework were implemented in TensorFlow using Python
3.10.14 The FL framework was executed for 100 training rounds. The learning rate for
adaptive clipping was empirically set to ηT = 0.2. The parameter settings for the local
models are reported in Table 2.
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To create non-i.i.d. datasets for different nodes of the FL network, ten datasets were
considered, as shown in Table 3. All datasets contained non-APT malware along with five
other APT classes that were randomly selected, with the condition that each APT class was
included in at least one of the datasets. A test subset was created by selecting 20 percent of
the samples from each class, as shown in Figure 2. The training datasets listed in Table 3
were drawn from the remaining 80 percent.

Table 2. Parameter settings used for edge local models.

Parameter 1D CNN DAE MLP

Epochs 500 100 10
Batch size 64 256 32
No. hidden layers 2 2 1
No. neurons 64, 64 128, 256 128, 64
Learning rate 0.001 0.001 0.002
Noise factor - 0.5 -

Table 3. Scenarios used to create training datasets for each experiment. Each FL node uses only one
of these datasets.

Dataset Classes No. Samples

Dataset 1 Malware, Transparent Tribe, Winnti Group, Carbanak, Desert
Falcon, Violin Panda

7710

Dataset 2 Malware, APT29, Lazarus Group, Mirage, Sandwork, Violin Panda 7523

Dataset 3 Malware, Patchwork, Transparent Tribe, Carbanak, APT28,
Volatile Cedar

8043

Dataset 4 Malware, Carbanak, APT28, Mirage, Shiqiang, Violin Panda 7441

Dataset 5 Malware, Winnti Group, Carbanak, APT30, Volatile Cedar,
Violin Panda

7569

Dataset 6 Malware, Patchwork, Winnti Group, Lazarus Group, Mirage,
Volatile Cedar

7921

Dataset 7 Malware, Hurricane Panda, Transparent Tribe, APT29,
APT30, Shiqiang

7952

Dataset 8 Malware, Patchwork, Transparent Tribe, APT29, APT28,
Lazarus Group

8141

Dataset 9 Malware, Transparent Tribe, Winnti Group, Mirage, Shiqiang,
Violin Panda

7658

Dataset 10 Malware, Carbanak, APT30, Lazarus Group, Mirage, Desert Falcon 7506

4.2. Results

In order to study the effect of FL on constructing an accurate global model for APT
detection, we first analyzed the results for the MLP, CNN, and 1D CNN in ten different
scenarios. In each scenario, a model was trained on only one of the datasets listed in Table 3.
The trained model was then evaluated on the test subset, which contained 20 percent of the
samples from each class.

Figure 3 shows the obtained results using a heatmap for each algorithm. The datasets
used for training the model in each experiment are indicated on the vertical axis, whereas
the APT classes are specified along the horizontal axis. The color spectrum on the right side
of each box indicates the range of colors used to differentiate between smaller and larger
values. Figure 3a illustrates that the MLP was not able to detect APT classes with acceptable
accuracy when trained on a subset of data with only a few APT classes included. Given that
the majority of samples were non-APT malware, the model exhibited better performance in
detecting malware. Among the datasets used for training, datasets six to eight resulted in
better overall performance across all classes. Comparing the spectrum of colors in Figure 3b
with the other panels in this figure, it can be concluded that the 1D CNN generally outper-
formed the MLP and DAE when trained on partial data. Nevertheless, this model seemed
to exhibit poorer performance in detecting samples of the APT28 class than its competitors.
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Interestingly, the 1D CNN’s performance was more consistent across different experiments
and scenarios. On the other hand, the DAE exhibited poorer detection performance than
the MLP and 1D CNN, as the color spectrum shown in Figure 3c is generally darker than
those in Figure 3a,b. Regardless, the achieved results showed less variance than those of the
MLP. Although using a more advanced structure with more hidden layers could probably
boost the performance of the MLP, 1D CNN, and DAE, we relied on simple structures to
study the effect of using FL on boosting detection performance.
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Figure 3. Success rates of detecting different APT classes without using FL. In each experiment, the
indicated model is trained on only one dataset and evaluated on the test subset. (a–c) show the results
of MLP, 1D-CNN, and DAE, respectively.
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By integrating the selected classifiers into the designed FL structure, different nodes
of the network can collaboratively train a global detection model to detect APT samples.
Here, the FL network used ten nodes, where each node trained a local model on only one
of the datasets listed in Table 3. Moreover, all of these nodes used a common network
structure. Figure 4 depicts the cross-entropy loss of the global model through the iterations
of the collaborative training. As nodes shared their parameters and updated their local
weights in each round, the global loss decreased on the training data. This ensured that
the global model was a perfect fit that successfully captured the APT distributions of
each node. Furthermore, the global model converged rapidly and reached the optimal
loss in fewer than 50 rounds of training. This implies the practicality of using FL in the
collaborative training of a global APT detection model in CPSs. This application is vital to
more data-sensitive CPSs, such as power systems and industrial control systems, where
sensitive operational parameters and communication protocols can be targeted by APTs.

The obtained results shown in Figure 5 indicate a significant improvement in the
detection performance of both the APT classes and malware. Regardless of the choice of
model architecture at the edge of the network, the proposed FL framework outperformed
the stand-alone models. While all three models exhibited outstanding results in detecting
the APT classes, the 1D CNN outperformed the DAE and MLP combinations with the
designed framework, as depicted in Figure 5b. The only class whose detection accuracy fell
below 90 percent was Sandwork. Nevertheless, this pattern can also be seen for both the
MLP and DAE in Figure 5a,c.

The observed improvements in the previous analysis indicate the significance of FL
application across different CPSs. To begin with, accurate APT detection can prevent signif-
icant operational disruptions in industrial control systems. Another notable application of
FL is in smart grids, which rely on distributed communication and control. These systems
are often vulnerable to malicious activities and can benefit from the timely and accurate
identification of adversaries.
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Figure 4. Cross-entropy loss of training a global model using FL with adaptive clipping. Ten nodes
participate in the FL training process.
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Figure 5. Detection performance under centralized and decentralized settings. (a–c) show the results
of MLP, 1D-CNN, and DAE, respectively.

5. Conclusions

Aiming to mitigate APT attacks in CPSs, this work designed a framework for the
collaborative training of detection models used for the task of malware triage. Moreover,
the proposed method tackles the issue of data scarcity for the task at hand by replacing data
sharing with parameter sharing, thereby eliminating the privacy and security concerns
associated with sharing private data between organizations. While the proposed method
is based on FL, it also employs adaptive norm clipping to mitigate potential adversaries
that may target the federated network during the collaborative training session. This
adds an extra layer of security to the FL structure and safeguards the system against
a wide range of adversaries. The proposed method was evaluated on real-world data
for APT triage through several scenarios. Finally, the obtained results showed that the
designed framework effectively builds a global model that successfully detects all 15 APT
classes and the non-APT malware considered in this work. For future work, extending
the design to employ privacy-preserving mechanisms can further enhance the model’s
robustness. In addition, more APT variants can be considered in the simulations to evaluate
the framework’s adaptability and generalization to new threats.
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