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Abstract: In deep learning (DL) frameworks, a checkpoint operation is widely used to store in-
termediate variable values (e.g., weights, biases, and gradients) on storage media. This operation
helps to reduce the recovery time of running a machine learning (ML) model after sudden power
failures or random crashes. However, the checkpoint operation can stall the overall training step
of the running model and waste expensive hardware resources by leaving the GPU in idle sleep
during the checkpoint operation. In addition, the completion time of the checkpoint operation is
unpredictable in cloud server environments (e.g., AWS and Azure) because excessive I/O operations
issued by other running applications interfere with the checkpoint operations in the storage stacks.
To efficiently address the above two problems, we carefully designed Check-QZP, which reduces the
amount of data required for checkpoint operations and parallelizes executions on the CPU and GPU
by understanding the internal behaviors of the training step. For the evaluation, we implemented
Check-QZP and compared it with the traditional approach in real-world multi-tenant scenarios. In
the evaluation, Check-QZP outperformed the baseline in all cases in terms of the overall checkpoint
time and the amount of data generated by the checkpoint operations, reducing them by up to 87.5%
and 99.8%, respectively. In addition, Check-QZP achieved superior training speeds compared to
the baseline.

Keywords: deep learning; checkpoint; quantization; parallelism; compression; performance and
storage capacity

1. Introduction

Today, deep learning (DL) is emphasized even more as its technologies cover a wide
spectrum of applications [1,2]. Many researchers have carried out studies that enable DL
technologies to upgrade legacy services or provide new applications [3–8]. For example,
some researchers have focused on autonomous vehicles or unmanned aerial vehicles
(UAVs), incorporating DL technology to offer more intelligent services to clients [9–13].
Other researchers have enhanced custom-fit video recommendation systems using DL
technology [14–16]. This research trend leads to excessive I/O operations for the learning
and inference processes and an increase in data centers to store the vast amounts of
data generated by applications or various sensors [17–19]. Unfortunately, the resources
(e.g., CPU, GPU, memory, network, and storage devices) in the data centers must be
shared among many applications in multi-tenant cloud environments [20,21]. Therefore,
applications with AI engines have to compete for limited resources in the data centers,
resulting in interference across applications in terms of CPU/GPU preemption, memory
allocation, and storage I/Os.

Meanwhile, most platforms supporting AI engines sometimes write the bulk of their
data to the underlying storage devices (e.g., HDDs or SSDs) while running the learning

Appl. Sci. 2024, 14, 8848. https://doi.org/10.3390/app14198848 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14198848
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0009-0003-6848-5198
https://orcid.org/0000-0001-6703-9311
https://orcid.org/0000-0003-4362-9944
https://doi.org/10.3390/app14198848
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14198848?type=check_update&version=1


Appl. Sci. 2024, 14, 8848 2 of 16

process [22,23]. This is because the AI platforms have to store on-the-fly data that are
generated during the training process to avoid losing the data in the event of a sudden
power failure (i.e., checkpoint operation) [6,7]. In other words, after unexpected system
crashes, the training process can be resumed using the data belonging to the last version
of the checkpoint operation instead of performing the first step again. However, the data
stored in the storage media are never reused unless the system crashes and are unavailable
after running the next training epoch.

In addition, the checkpoint operation to store the data can negatively affect a series of
training processes, as it must wait for the write operations to finish; it may write more than
several GB of data [6,7,24]. Unfortunately, the latency of the write operations can be delayed
when I/O interference unintentionally occurs due to excessive I/O operations from other
running applications; we call this situation a checkpoint delay due to I/O conflict [24,25]. In
recent years, some studies have focused on designing the checkpoint operation to address
this delay in terms of I/O bandwidth and recovery time [6,7,26,27]. For example, the
authors of Check-N-Run [7] adopted a quantization and parallelism mechanism into the
checkpoint operation to deal with storage capacity and write bandwidth. The authors of
CheckFreq [6] proposed a lightweight checkpointing framework for DNN training to speed
up recovery time in the event of a sudden power failure. Unfortunately, previous studies
do not consider the excessive I/O conflicts in cloud environments, where the latency of I/O
operations from the checkpoint operations is limited because of interference from other
running multi-tenant applications.

In this paper, we propose Check-QZP, which efficiently addresses the checkpoint delay
issue by reducing the total amount of checkpointed data under excessive I/O conflict
scenarios. The contributions of this paper can be summarized as follows:

• In order to understand how the training process works, we briefly introduce the
internal procedure of the training process. Then, we describe why a checkpoint delay
occurs and what kinds of problems can arise.

• We propose Check-QZP, which consists of three features—quantization, parallelism,
and compression—to efficiently optimize overall performance and storage space.

• We implement Check-QZP at the framework level and compare it with the default
mechanism in multi-tenant scenarios where the ML model performs training and
inference under high I/O pressure from the excessive FIO [28] benchmark.

The rest of this paper is organized as follows. Section 2 introduces the background
and related works to better understand our work. Section 3 explains how Check-QZP works
and details its benefits. Finally, Section 4 presents our evaluation results, and Section 5
concludes this paper.

2. Background and Related Works

In this section, we briefly explain the training step in the DL framework and then
introduce the issues of checkpoint delay and waste of storage space that can arise in this step.
Finally, we give an overview of related works.

2.1. Training and Checkpoint Mechanism in ML model

In general, a deep learning model comprises training and inference steps [29]. An
inference step generates predictions based on the information transferred from the training
step, which means that the training step is a requirement for making predictions.

Therefore, we briefly explain how the training step works step by step (see Figure 1).
The training step can be categorized into three phases: data loading, forward propagation,
and backward propagation with weight updates [30]. The first phase is data loading,
during which the data stored in the underlying storage media or remote storage devices
are read. This phase includes the overheads from the I/O operations needed to read
data through storage or network paths. After completing the data loading phase, the
intermediate variable values in the neural network model, ranging from the input layer
to the output layer, are calculated, resulting in the calculated training loss; we call this
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forward propagation. Once the forward propagation phase is complete, the backward
propagation phase is triggered to update the network’s weights and biases, which helps
find the correct answer by computing the gradient of the loss. In the traditional approach,
the training step is performed in a serialized manner and is repeated until a pre-defined
threshold is satisfied; the threshold is pre-defined by a user and is calculated based on the
number of epochs and mini-batches [31,32]. Note that the training step can take a long
time to complete, depending on the number of layers and the complexity of the problem
to be solved. Unfortunately, this step does not provide persistence of the data because all
variable values are stored in the host and GPU memory.

Figure 1. Training process of an ML model in multi-tenant cloud environments.

A checkpoint mechanism is adopted to support the persistence of data, storing a set
of variable values on the underlying storage media, such as an HDD or SSD [6,33]. In
an ML model, the checkpoint operation provides a full snapshot of in-memory values,
including the weights, biases, and gradients of each layer. Therefore, the checkpoint in
an ML model helps to quickly recover the last version of the intermediate variable values
generated during the training of the ML model after a random crash or system failure
occurs. Let us consider a simple example where the training step takes at least 7 days, and
a system crash occurs 3 days after the start time of the training. In this example, if the
checkpoint operation is available, we can recover the last version’s data and resume the
next process within a few seconds or minutes after the crash. Therefore, the training step
can be completed after 4 days. Otherwise, after the crash occurs, the entire training step
would need to be restarted, requiring 7 days to complete.

However, the checkpoint mechanism causes two unavoidable problems: checkpoint
delays and waste of storage space [6,7]. First, the checkpoint mechanism can postpone
the training step to wait for the completion of I/O requests from the storage media and
a flush operation for data persistence; we call this a checkpoint delay. Unfortunately, the
checkpoint delay is unpredictable and wastes hardware resources in that it leads to GPU
resources being idle during the checkpoint operation. This is because current servers
in cloud environments cannot guarantee I/O latency since they simultaneously handle
sensitive data among multi-tenant applications by sharing their hardware resources. It
is important to note that the data stored during checkpoint operations are available only



Appl. Sci. 2024, 14, 8848 4 of 16

when system crashes or power failures occur. In other words, the checkpoint mechanism
periodically issues a vast volume of data (e.g., at a granularity of MB or GB) to store values
for the immediate variables on the storage media. Thus it can waste storage space and
reduce the lifetime of storage devices in the case of SSDs.

2.2. Related Works

Nowadays, many researchers focus on designing solutions to optimize storage for
deep learning workloads as the sizes of models and datasets grow [6,7,24–27,33,34]. Some
researchers have proposed checkpoint methods that reduce capacity and overhead during
deep learning workloads [7,34]. Check-N-RUN [7] utilizes quantization algorithms and
compression mechanisms for large-scale deep learning models. SSDC [34] selectively saves
only the differences in important parameters during the training and recovery processes
through an adaptive threshold. CheckFreq [6] maintains overall workload performance
by adjusting checkpoint frequency and parallel processing, ensuring that checkpoints are
performed within user-defined overhead limits. These methods can optimize the overall
workload by creating lightweight traditional serialized checkpoints or processing them in
parallel during training.

Training for large-scale deep learning models is performed in data centers [17]. There-
fore, many researchers have made efforts to optimize storage capacity and data migration
in deep learning workloads besides checkpoints [35–37]. Smart-Infinity [35] quantitatively
measures the data migration cost during the storage offloading process, using computa-
tional SSDs to overcome the GPU memory capacity limitations of large-scale language mod-
els while reducing costs through gradient compression. Hassan N. Noura et al. proposed
a new scheme that benefits from compression to reduce the capacity of high-resolution
image data used for deep learning [36]. The authors of ZeRO-Infinity [37] proposed a
CPU and storage offloading framework to address GPU memory limitation issues during
the training of large-scale models, achieving near-maximum storage bandwidth through
a bandwidth-aware mapping strategy and storage read-write overlapping. One group
of researchers focused on the non-negative matrix factorization model and proposed a
novel approach that adeptly snapshots hierarchical information by integrating a deep
autoencoder and symmetry regularization [38].

Meanwhile, multi-tenant environments still face challenges caused by resource com-
petition [17,39–41]. Some researchers have proposed scheduling to reduce training and
inference latency in deep learning caused by resource competition in multi-tenant envi-
ronments [42,43]. Additionally, UAVs, which are increasingly gaining attention with the
advancement of flight technology, typically store vast amounts of data extracted in real
time by multiple aircraft in data centers. Deep learning techniques, such as object detection
and object tracking, which utilize these data, are also evolving [10–12,14–16,18,19].

Unfortunately, while multi-tenant environments and deep learning are becoming
increasingly intertwined with technological advancements, the issue of storage contention
caused by deep learning workloads in multi-tenant environments has not been sufficiently
addressed. We believe that our efforts contribute to solving this problem.

3. Design and Implementation

To address the issues of the checkpoint mechanism in ML models, we carefully revis-
ited the processes of training and checkpoint operations. We identified several processes
that could be enhanced for optimization in terms of storage and performance. Based on
these observations, we propose two novel design principles to mitigate the overhead caused
by ML models.

Parallel Step: We first argue whether it is necessary to process all steps in ML in
a sequential manner. The checkpoint step in the ML model spends time performing
I/O requests, which may stall other steps in multi-tenant environments because running
applications share I/O interfaces simultaneously. Therefore, we inject parallelism into the
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basic rules of the traditional checkpoint operation to overlap the time for I/O requests with
the learning process; we call this the Check-P operation.

Data Reliability: We also argue that the data stored by the checkpoint operations
are rarely reused. In other words, the stored data are valuable in just two cases: (1) The
data are required after a crash during the training step to recover the last parameters of
an ML model. (2) The data become accessible to run transfer learning or deploy a model
to other systems. In general, data loss may be tolerated in ML models because the data
can be recovered using fine-tuning mechanisms [44–46]. Therefore, we design Check-Q
and Check-Z operations that reduce the amount of data by adopting quantization and
compression mechanisms. Note that the Check-Q and Check-Z operations require extra
CPU cycles to run, but these cycles can be hidden because of the benefits of the Check-P
operation. As a result, they will not affect the overall performance of ML steps.

Basically, Check-QZP follows the basic rules of the traditional steps in ML models.
Algorithm 1 describes how Check-QZP works in terms of the checkpoint operation. First,
when the checkpoint operation is triggered, Check-QZP creates a new thread to overlap
the checkpoint operation with the training process. In order to make a snapshot, the
Check-P operation first copies the model parameters from the memory on the GPU to
the host memory. This snapshot is then transferred to the Check-Q operation to perform
quantization; we describe this in more detail in the following section. Finally, Check-QZP
compresses the data delivered from the Check-Q operation and stores the compressed data
on the underlying storage device.

Algorithm 1 Actions in Check-QZP.

Input: parameters: model parameters

1: if triggered a checkpoint in main script
2: create_subprocess(Check-P)

Function Check-P():
3: snapshot← Copy_parameters()
4: quantized_parameters← Check-Q(snapshot)
5: Check-QZ← Compression(quantized_parameters)
6: Write_storage(Check-QZ)
7: return true

Function Check-Q(snapshot):
8: for parameters in snapshot:
9: xmin ←Min_update(parameters)

10: xmax ←Max_update(parameters)
11: // N means quantization bit-width
12: scale← xmax−xmin

2N−1
13: for parameters in snapshot:
14: for parameter in parameters:
15: xq ← Round

(
parameter−xmin

scale

)
16: Store xq in quantized_parameters
17: return a set of quantized_parameters

3.1. Quantization and Compression for Low Storage Costs

Figure 2 shows the overall training process of Check-QZP. For the checkpoint opera-
tion, Check-QZP first performs a snapshot that copies in-memory values on the GPU (e.g.,
weights, biases, and gradients) to the host memory (denoted by 1 ). After completing the
snapshot operation, it triggers a series of operations to optimize the storage costs for data
persistence. In general, quantization is used to store data at lower bit widths by converting
floating-point values (e.g., FP32) to integer values without decimal points (e.g., INT8).
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Since the arithmetic of floating-point values is more complex than that of integer values,
quantization helps save computing costs for the processor, reduce power consumption, and
minimize memory usage. Therefore, we applied the quantization approach to the check-
point operations to benefit the ML model; we call it the Check-Q operation in this paper
(denoted by 2 ). This approach can reduce the amount of data issued to the storage media
during each checkpoint operation, resulting in saved time and resources for storage I/O
operations, and it can help avoid the I/O conflicts on the storage stacks. For quantization,
we utilized the following formula:

scale =
xmax − xmin

2N − 1
(1)

Figure 2. An overview of Check-QZP.

In Equation (1), scale calculates the quantization range based on the quantization target
x. xmax and xmin are quantization targets (i.e., maximum and minimum values of model
parameters). scale is quantized to the size of N bits. xq is a quantized model parameter.
It becomes an element normalized to the scale range for the quantization target x. It is
expressed in Equation (2):

xq = round
(

x− xmin
scale

)
(2)

Fortunately, the quantized data offer an opportunity to reduce the amount of data
by an order of magnitude through data compression. In other words, after performing
Check-Q operations, the data are generally encoded as integers in the form of bits without
decimal points; thus, there is a high possibility of duplicated neighbors in the quantized
data. The compression rate and performance highly rely on the duplication of the data.
Therefore, to further reduce the amount of data, Check-QZP compresses the quantized data
via the Check-Q operation once again; we call this operation Check-Z in this paper (denoted
by 3 ). To implement the Check-Q operation, we utilized the gzip [47] library, which is
widely used for the compression and decompression of data.
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In summary, Check-QZP improves the overall performance of the training step by
performing Check-Q and Check-Z operations and prevents the waste of storage space. Of
course, these operations have the side effect of CPU costs for performing the above formula
and compression, as well as potentially negatively affecting accuracy. Fortunately, any
degradation in accuracy can be recovered by using fine-tuning approaches [44–46]. We
also believe that the operations of Check-QZP can reduce the cost of I/O operations passing
through the storage stack and increase the available storage space. This has a significant
impact on I/O performance in multi-tenant cloud environments. Thankfully, the impact
of the Check-Q and Check-Z operations is almost zero during normal execution because
system crashes and power failures rarely occur in real-world ML scenarios.

3.2. Parallelism for High Performance

The Check-Q and Check-Z operations can lead to additional delays in calculating
the above formula and compressing the quantized data on the fly. Unfortunately, these
operations stall the unintended training step on the GPU because of the serialized order
of operations: data loading, forward propagation, backward propagation, and checkpoint
operations. To efficiently address this delay, we adopted a parallelism mechanism in
Check-QZP that helps to simultaneously run the training process on the GPU, denoted by
the blue box with a line, and the checkpoint process on the CPU, denoted by the red box
with a dotted line in Figure 2. We call this the Check-P operation in this paper. In general,
the training process requires a longer duration compared to the checkpoint process; thus,
Check-QZP efficiently hides its processing time by overlapping the two processes. Despite
this timing behavior, if the training process finishes earlier than the checkpoint operations,
we delay running the next training process until the last checkpoint operation is completed;
synchronization between the Check-P operation and the training process is ensured using
the lock mechanism. In this case, a delay exists to avoid incorrect updating of weight
values, but it rarely occurs, as mentioned before.

Finally, for implementing the Check-P operation, we utilized a Python library called
spawn, which is easy to implement and supports parallelism [48]. Meanwhile, a snapshot
for the checkpoint operation must be completed before triggering parallel operations to
prevent the partial update of variable values. Therefore, we implemented the Check-P
operation to wait until the snapshot operation is complete.

4. Evaluation

In this section, we introduce our experimental setup and workloads. Then, we compare
Check-QZP with the traditional checkpoint approach to confirm the benefits and limitations
of each checkpoint operation. In particular, we aim to answer the following two questions:

• How much can Check-QZP improve the overall performance of the ML model?
• How much storage space does Check-QZP save compared to other methods?

4.1. Experimental Setup

We built environments based on a machine (see Table 1) and implemented Check-QZP
using the PyTorch framework [22]. Specifically, we implemented the Check-Q, Check-Z,
and Check-P operations to isolate the benefits of the compression and parallelism features;
some notations were reused together to represent merged operations (e.g., Check-QZP).
In the Check-Z operation, we used the gzip library to compress or decompress the data
generated from the checkpoint operations [47]. We also implemented the multi-object
detection (MOD) and multi-object tracking (MOT) models based on Faster-RCNN, which
includes the ResNet152 and ResNet50 backbones [49–52].
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Table 1. Hardware and software environment.

Description

CPU Intel® Xeon™ Gold 5215
GPU NVIDIA Tesla ™ T4
Memory 64 GB
Storage Samsung® SSD 980 PRO (1 TB)
OS Ubuntu 20.04.6 LTS (64-bit)
PyTorch version 2.0.0
CUDA version 11.7

We employed Check-QZP on a UAV dataset, (e.g., VisDrone) [53] with the FIO bench-
mark [28] to emulate the workload in multi-tenant environments [5,21,41]. Tables 2 and 3
list the detailed information about the dataset.

Table 2. Description of dataset.

Dataset Number of Images Resolution Volume

VisDrone Subset1 4561 1904 × 1071 1.14 GB
VisDrone Subset2 1858 1344 × 756 315 MB
VisDrone Subset3 377 2688 × 1512 237 MB

Table 3. FIO options.

FIO Options

Ioengine Libaio
File size 1 GiB

Block size 4 KiB
Direct False

Numjobs 64
Operation Random read/write

In this evaluation, we simultaneously performed the FIO benchmark, which includes
a 1 GiB file, 4 KiB I/O requests for random read/write, and 64 numjobs. Finally, we carried
out experiments by switching checkpoint operations, with each experiment taking more
than 14 h to perform model training. Note that the checkpoint operation was triggered in
each epoch operation while running the model.

4.2. The Effectiveness of Checkpoint Operations

We first present the effect of Check-QZP on checkpoint operations and describe how
it works in a multi-tenant environment. Figure 3 shows the normalized elapsed times
of the checkpoint operations. Check-QZP achieved a performance improvement of 87%
over the baseline. Check-QZP incorporating parallelism operations exhibited lower delay
times compared to compression methods. This is because the delays caused by checkpoint
operations can be hidden by overlapping some operations in the training process. In
contrast, other methods incorporating compression added delays while waiting for the
completion of each checkpoint operation (see Figure 3). In particular, the delay was
significantly affected by the I/O intensity. Meanwhile, the compression methods involve
a trade-off between the compression rate (i.e., data reduction) and the time required for
compression. This trade-off may affect overall performance in multi-tenant environments
because multiple applications are performed concurrently and may compete for resources
(e.g., CPU and memory). Figure 3 depicts the delays for Check-Z and Check-QZ caused by
compression operations.
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(a)

(b)

Figure 3. Total checkpoint times for checkpoint methods. (a) Total checkpoint time for MOD model;
(b) Total checkpoint time for MOT model.

4.3. Analysis of Compression Rate

Now, we analyze how much storage space is saved when applying compression
methods (e.g., compression and quantization) to checkpoint operations. As shown in the
previous section, the compression rate is one of the crucial metrics because it determines
how much CPU and I/O resources can be saved during checkpoint operations. Figure 4
shows the compression rates of Check-Q, Check-Z, and Check-QZ. As shown in Figure 4,
Check-QZ achieved the best compression rate compared to the baseline, Check-Q, and
Check-Z; it can reduce the amount of data by up to 99% on average. This outcome can
be attributed to the combination of quantization, which represents parameter values with
lower bit widths, and gzip, which exhibits the property that the higher the number of
repetitive patterns, the greater the compression achieved. Meanwhile, Check-Z, which
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uses only gzip, achieved a low compression rate because it is difficult to find repetitive
patterns in FP32. It may incur high overhead due to requiring high CPU utilization to
identify and compress the patterns. In contrast, Check-Q and Check-QZ, which utilize
quantization technology, demonstrated significant impacts on the compression rate. As
shown in Figure 4, Check-Q achieved a compression rate close to 75% by transforming the
bit width from 32 bits to 8 bits. It also provides another opportunity to make compression
with gzip more effective by reducing the bit range for parameters.

(a)

(b)

Figure 4. Compression rates for quantization and gzip. (a) Compression rate for MOD model;
(b) Compression rate for MOT model.

To clearly understand the checkpoint delay, we also measured the composition of the
checkpoint delay. Figure 5 shows the composition of the checkpoint delay by snapshot,
quantization, and gzip compression. The gzip component includes the compression per-
formed by the gzip algorithm and the storage of compressed data on the underlying storage
device. As shown in Figure 5b, gzip compression accounted for the majority of Check-
QZ delays. This increase would not compete for bandwidth, since it has no additional
write operations beyond the checkpoint operation. The gzip compression delay varied
depending on the model structure. As the model became more complex, the checkpoint
operation involved more character arrays for mapping parameters. Therefore, the gzip
algorithm resulted in an increase in the table size and search time. In contrast, quantization
was proportional to the model size since it required only converting time for parameters.
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Additionally, as shown in Figure 5a,b, the snapshot component remained at a low rate. As
mentioned in Section 3.2, the latency incurred for maintaining consistency in snapshots
was expected to have a minimal impact.

(a)

(b)

Figure 5. Overheads of Check-QZ. (a) Overhead of Check-QZ for MOD model; (b) Overhead of
Check-QZ for MOT model.

4.4. Overall Training Time

Finally, we measured the overall training time while running the models. Figure 6
shows our evaluation results. As expected, Check-QZP exhibited good performance com-
pared to the baseline. However, the performance gap between the baseline and Check-QZP
was significantly reduced compared with the results shown in Figure 3; it only improved
the training time by up to 1.5%. These results are reasonable given that the operation time of
the checkpoint occupies a very small proportion of the entire training time. This is because
the checkpoint operation is triggered after finishing an epoch of the training step, and this
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time is very short compared with the training time. In addition, as the training phase runs
longer, the proportion decreases in terms of the total training time. In our evaluation, the
checkpoint time was responsible for only 1% or 3% of the total training time. We think
that these results are a meaningful sign, indicating that Check-QZP can reduce not only
overhead but also the amount of data to be stored on the storage device. We also believe
that Check-QZP can be applied to a wide range of other models with ease of extension.

(a)

(b)

Figure 6. Total training times for checkpoint methods. (a) Total training time for MOD model;
(b) Total training time for MOT model.

5. Conclusions

As applications increasingly depend on cloud architectures and services, there are
negative costs associated with handling excessive I/O operations. These costs are especially
harmful to ML-based applications, where a series of training steps can be stalled because of
busy I/O scheduling across the storage stacks.
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In this paper, we propose a checkpoint mechanism for ML-based applications called
Check-QZP, which is designed to provide a strong incentive by adopting three key ideas:
quantization, compression, and parallelism. It should be noted that Check-QZP follows
the basic rules for the model deployment and maintenance phases of traditional ML pro-
cesses; thus, it can be easily reused or managed for other models or systems. In addition,
Check-QZP can improve the lifetime of NAND-based storage devices by reducing the
number of writes to the devices. For our evaluation, we implemented the prototype of
Check-QZP using the PyTorch framework, which is commonly used to realize ML technolo-
gies. Our evaluation results clearly confirmed that Check-QZP outperformed the baseline
in terms of the elapsed time for checkpoint operations. The reason is that Check-QZP can
improve the compression rate through quantization and simultaneously utilize resources
on both CPUs and GPUs through parallelism.

Finally, we believe that our efforts are valuable and can be applied to various environ-
ments based on ML frameworks because checkpoints are necessary for running the training
step. In particular, we suggest that Check-QZP can have a positive impact on low-end or
heterogeneous systems because they commonly suffer from poor I/O performance [54,55].
Therefore, in the future, we will delve into the performance issues in checkpoint operations
and discover additional opportunities for Check-QZP across diverse ML frameworks (i.e.,
TensorFlow) by analyzing the features of these frameworks. We leave further optimization
and detailed studies of Check-QZP’s effects on other frameworks for future work.
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