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Abstract

:

To accurately predict the remaining useful life (RUL) of rolling bearings under limited data and fluctuating load conditions, we propose a new method for constructing health indicators (HI) and a transfer learning prediction framework, which integrates Convolutional Neural Networks (CNN), Gated Recurrent Units (GRU), and Multi-head attention (MHA). Firstly, we combined Convolutional Neural Networks (CNN) with Gated Recurrent Units (GRU) to fully extract temporal and spatial features from vibration signals. Then, the Multi-head attention mechanism (MHA) was added for weighted processing to improve the expression ability of the model. Finally, a new method for constructing Health indicators (HIs) was proposed in which the noise reduction and normalized vibration signals were taken as a HI, the L1 regularization method was added to avoid overfitting, and the model-based transfer learning method was used to realize the RUL prediction of bearings under small samples and variable load conditions. Experiments were conducted using the PHM2012 dataset from the FEMTO-ST research institute and XJTU-SY dataset. Three sets of 12 migration experiments were conducted under three different operating conditions on the PHM2012 dataset. The results show that the average RMSE of the proposed method was 0.0443, indicating high prediction accuracy under variable loads and small sample conditions. Three different operating conditions and two sets of four migration experiments were conducted on the XJTU-SY dataset, and the results show that the average RMSE of the proposed method was 0.0693, verifying the good generalization of the model under variable load conditions. In summary, the proposed HI construction method and prediction framework can effectively reduce the differences between features, with high stability and good generalizability.
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1. Introduction


As a core component of rotating machinery, rolling bearings are widely used in important equipment in the fields of railway vehicles, the automobile industry, electric power equipment, etc., and their operating condition is decisive for the reliable operation of the whole system [1,2]. In various application scenarios, rolling bearings are often subjected to high loads, high speeds, and corrosiveness. Under complex working conditions such as strong vibrations and impacts, it is easy to cause bearing failure [3,4]. According to relevant research studies, about 30% of rotating equipment failures are caused by rolling bearings [5,6]. When the equipment is in operation, if the rolling bearing fails, it will lead to equipment downtime maintenance, affecting the efficiency of the enterprise, or lead to disaster, causing great losses to the country and the people. Therefore, it is of great significance to take the rolling bearing as the research object, scientifically and reasonably establish the rolling bearing Remaining Useful Life (RUL) prediction model, and conduct real-time monitoring of the operation status of the rolling bearing [7,8,9,10].



Currently, the RUL prediction method for rolling bearings can be broadly categorized into three main types: physical model-based methods, statistical model-based methods, and data-driven methods [11,12,13].



Some applications exist for physical and statistical model-based RUL prediction methods, but most of the parameter estimation methods for physical models are relatively complex and usually require extensive practical experience and guidance from domain experts [14]. Statistical model-based methods have the advantages of being easy to implement and easy to interpret in terms of the prediction results, but such methods can only respond to the commonality of the degradation of the same type of equipment, and the scope of application is narrower [15].



As industrial equipment tends to be more sophisticated and complex, data-driven methods based on data have gradually become mainstream. Deep learning has adaptive feature extraction capability and powerful generalizability, which can find the general law of degradation from messy and complicated data and is more suitable for modern mechanical equipment with massive data, complex structures, and many parameters [16,17,18].



CNN and GRU, as landmark networks in deep learning, are widely used in many fields such as fault diagnosis, life prediction, and target detection [19,20]. Sateesh [21] converted vibration signals into images and input them into CNN to successfully realize RUL prediction, but the data processing of this method is too complicated. Nie [22] constructed the correlation between statistical features and time series by the HIs of bearings and input them into CNN to realize the RUL prediction of bearings, but the method requires a lot of prior knowledge and expert experience. Mo Renpeng [23] combined a residual network and an attention mechanism to effectively predict the RUL of bearings, but the method requires a large amount of training data. He [24] improved the GRU network and introduced the attention mechanism to weigh the processing and input the normalized time-frequency features into the network to achieve the RUL prediction of bearings, and the experiments show that the improved network can effectively predict the RUL trend of rolling bearings over time. Zhang [25] proposed a CNN-LSTM-based model that effectively combines the powerful feature extraction ability of CNN and the sequential processing capability of LSTM, and the results reveal its superiority and effectiveness in accurate RUL prediction.. Sun [26] introduced a CNN-LSTM hybrid that utilizes a wide convolutional kernel for feature extraction, significantly enhancing noise robustness and diagnostic precision. The experimental results validate its superior performance in mixed-load scenarios.



Utilizing the advantages of CNN and GRU, combining the two for more comprehensive modeling is another common processing method. Gao [27] combined both CNN and GRU to fully utilize the temporal and spatial information of the bearing vibration signals and effectively improve the prediction accuracy of the bearing’s RUL, but the method is only applicable to a single load. Guo [28] achieved the RUL prediction of bearings by feature mining through CNN, normalizing the obtained monotonicity and temporal degradation features as the HIs of bearings, and inputting them into an LSTM network. Cai [29] successfully combined CNN and GRU to achieve a high-precision prediction of bearings, while also verifying that the performance of the CNN-GRU network is superior to a single network.



Although all of the above methods have achieved certain results in the field of bearing RUL prediction, they still have certain shortcomings. First, the existing deep learning-based bearing RUL prediction methods usually select the variables that react to the bearing degradation trend from the time or frequency domain of the bearing signal and perform dimensionality reduction through principal component analyses and other methods to obtain the HI of the bearing, which is a cumbersome procedure, overly relies on the experience of the experts, and does not necessarily react well to the degradation of the bearings. Secondly, the existing deep learning prediction methods mainly focus on the RUL prediction of single-loaded bearings, and it is difficult to predict the RUL of bearings under variable-load conditions; moreover, the existing deep learning bearing RUL prediction methods need to use a large amount of data to train the model, which makes the prediction difficult when there are a lack of training data. The above problems bring challenges to accurately predict the RUL of rolling bearings under variable load conditions. In this paper, we propose a new HI construction method, which combines CNN-GRU-MHA and migration learning to construct a prediction model, realizing a high-accuracy prediction of the RUL of rolling bearings under variable load conditions with a small amount of data, and verifying the performance of the proposed model based on the PHM2012 and XJTU-SY datasets.




2. Model


2.1. CNN and GRU


The CNN is a typical feed-forward neural network containing convolutional operations with local connectivity, parameter sharing, and multi-channel processing advantages, which is widely used in computer vision, image classification, medical impact analysis, and mechanical fault diagnosis and lifetime prediction. A typical CNN has a deep structure, usually consisting of three parts: input–output layer, convolutional pooling layer, and dense connection layer (fully connected layer). The structure of a typical convolutional neural network is shown in Figure 1.



The core modules of the CNN are the convolutional and pooling layers, and the layer-by-layer stripping of input data, as well as mining of latent abstract features of the data, can be achieved by alternating convolutional pooling operations. The principles of convolution and pooling operations are shown in Equation (1).


   y j l  = f (   ∑ i    w  i j  l   x i  l − 1   +  b i l    )  



(1)




where bil is the bias matrix; wijl is the weight matrix; yjl is the convolutional layer feature of the   l   layer; xil−1 is the i feature of the l-1 layer; and f is the activation function.



To better leverage relevant features in sparse environments, a Rectified Linear Unit (ReLU) activation function is typically added to the model to introduce non-linearity, enabling neural networks to approximate any non-linear function arbitrarily. The expression for ReLU is as follows:


  R e L U ( x ) = M a x ( 0 , x )  



(2)







Cho [30] proposed a variant of LSTM—Gate Recurrent Unit (GRU) to solve the problem of difficult information capture in long-distance data. GRU simplifies the LSTM structure by introducing two key gate control structures: reset gate and update gate. The reset gate determines how much of the input information is retained at the current moment, while the update gate controls the amount of information retained at past moments. Compared to the LSTM, the GRU has a more compact design with fewer parameters and is more computationally efficient. The GRU structure and principle are shown in Figure 2 and Equations (2)–(5).


   Z t  = σ (  W  ( Z )    x t  +  U  ( Z )    h  t − 1   )  



(3)






   R t  = σ (  W  ( R )    x t  +  U  ( R )    h  t − 1   )  



(4)






   h  t 1   = tan    W   x t    +  R t  ⊙ U  h  t − 1      



(5)






   h t  =  Z t  ⊙  h  t − 1   +   1 −  Z t    ⊙  h  t 1    



(6)




where xt is the current input vector, ht-1 is the hidden state at the previous time, W and U are linear transformation matrices, Zt is the update gate, ht1 is the candidate memory unit passed at the previous time, Rt is the reset gate, and ht is the output of the current neuron.




2.2. Migration Principle of Model


Migration learning methods are mainly used to utilize valuable knowledge information from known data to assist the learning process of unknown data [31]. Migration learning can be utilized to improve model performance when bearing RUL prediction tasks are performed with small amounts of training data. Migration learning solves the problem of data scarcity by transferring knowledge from already trained models to other prediction tasks. Among the various migration learning methods, the model-based migration learning approach is a simple and effective method. As shown in Figure 3, it can be used to train a model by utilizing the source domain data, then sharing the model parameters, fine-tuning the model in the target domain, and finally validating the performance of the model.




2.3. MHA Mechanism


Multi-head attention (MHA) is a mechanism that utilizes multiple parallel attention heads to process sequences, which can effectively improve the model’s representability, capture complex relationships in the input data, improve generalizability, and deal with long-distance dependencies, thus improving the model’s performance and effectiveness in a variety of tasks [32]. Multi-head attention is shown in Figure 4.



The MHA mechanism is a query-, key-, and value-based mechanism for interacting, integrating, and extracting information from different locations in the input sequence to better capture the associative and contextual information in the sequence, where the output of the attention mechanism is the weights obtained by calculating the dot product similarity between the query and the corresponding key, and the value is obtained by weighting and summing based on these weights. Since the dot product results may have large differences, to avoid the problem of gradient vanishing, a scaling factor is usually introduced to scale the dot product results and normalized using the Softmax function to improve the performance of the Multi-head attention mechanism. The computational flow of the MHA mechanism is shown in Equations (6)–(10).


   Q i  = X  W q   



(7)






   K i  = X  W k   



(8)






   V i  = X  W v   



(9)






  h e a  d i  =  Softmax (  α  Q i   K i T  )  V i   



(10)






   Y  o u t p u t   = c o n c a t ( h e a  d 1  , h e a  d 2  ...... h e a  d h  )  



(11)




where X is the input data, Qi, Ki, Vi denote the result of a linear transformation of the input data by the i-th head, Wq, Wk, Wv are query, key, and value weight matrices, respectively, concat denotes the splicing operation, α is the scaling factor, headi is the computation result of the i-th head, Wo is the output of the linear transformation, and Youtput is the result of the computation of the Multi-head attention mechanism.




2.4. L1 Regularization


L1 regularization is introduced into the model to prevent overfitting and improve generalizability. The L1 regularization method introduces a penalty term in the loss function; the size of this penalty term is proportional to the L1 paradigm of the model parameters [33,34]. The L1 regularization makes certain weight coefficients of the model become 0 during training, which can effectively reduce the complexity of the model. After adding L1 regularization in the model, the loss function of the model can be expressed as shown in Equation (11).


  L o s s =     1 m     ∑  i = 1  m        y i  −  Y i     2      + α   ∑  j = 1  n      w j       



(12)




where the first term is the RMSE loss, α is the regularity term coefficient, and w is the parameter of the model.




2.5. Network Structure and Training Process


The constructed RUL prediction model of CNN-GRU-MHA is shown in Figure 5.



The model firstly extracts the shallow features of bearing degradation through three sets of 5 × 5 convolutions and 2 × 2 pooling layers, and at the same time adds BN to prevent the problem of gradient disappearance or explosion during training; adds multi-attention mechanism multi-features for weighting in the model; then adds three sets of 3 × 3 convolutions and 2 × 2 pooling layers to extract the deep features of bearing degradation and, to improve the prediction accuracy and avoid overfitting, adds L1 regularization to the model; finally, the higher-order features extracted by CNN are inputted into GRU to realize the time information of the bearings. To improve the prediction accuracy and avoid overfitting, L1 regularization is added to the model; finally, the higher-order features extracted by CNN are inputted into GRU to realize the extraction of temporal information of the bearing and are inputted into the fully connected layer to realize the prediction of the RUL of the bearing. The number of convolutional kernels in the six sets of convolutional layers in the CNN-GRU-MHA model is 32, 64, 128, 256, 512, and 1024, respectively, and the activation functions used in the model are all Relu, with the number of heads of the Multi-head attention being 2, the number of hidden nodes in the two GRU layers being 512 and 128, and the number of nodes in the two fully connected layers being 64 and 1, respectively.



The training process of the CNN-GRU-MHA model is shown in Figure 6.



	(1)

	
In the preprocessing part, firstly, the vibration signal is subjected to noise reduction by discrete wavelet transform; secondly, the vibration signal is normalized to between 0 and 1 as the bearing HI using the maximum–minimum normalization method.




	(2)

	
Construct the degradation labels of the receding bearings, in which the training set data and test set data according to all contain labels and the validation set data do not contain labels.




	(3)

	
Input the training set data into the CNN-GRU-MHA model, and the spatial information of the degradation features of the rolling bearing is sufficiently obtained by CNN.




	(4)

	
Input the CNN extracted features into GRU for further modeling the temporal information of the degraded features.




	(5)

	
Input the degraded features into two fully connected layers to realize the RUL prediction of rolling bearings.




	(6)

	
Calculate the loss function of the model.




	(7)

	
Utilize the loss-tuned parameters of the model to complete the training of the training set data when the number of iterations m of the network reaches N. Otherwise, repeat steps (4) to (6).




	(8)

	
Freeze the structure and parameters of the feature extraction layer of the model and continue training the top layer of the model on the test set data.




	(9)

	
Repeat steps (4)~(7).




	(10)

	
Complete the test set model training.




	(11)

	
Output the prediction results of the validation set data.









3. Experiment


3.1. Experimental Data Sources


Experiments were conducted using the bearing degradation dataset PHM2012, which was published in 2012 and contains the full-life vibration signal data of bearings from normal stage to degradation, provided by the PRONOSTIA experimental platform of FEMTO-ST Institute in France [35]. This experimental platform can accelerate the rolling bearing degradation process under specific conditions and record the experimental data such as rotational speed, load, vibration signals, etc., at the same time, which can provide data support for the RUL prediction of rolling bearings. The RONOSTIA experimental platform is shown in Figure 7.



The PHM2012 dataset contains the full-life vibration signal data of 17 bearings under three operating conditions, and different bearing numbers represent the experimental bearings under different operating conditions, e.g., bearing 1-1 represents the first experimental bearing under operating condition 1, and the PHM2012 data are shown in Table 1.



The PHM2012 data include vibration signals in both horizontal and vertical directions, and the signals in the horizontal direction can reflect the degradation of the bearings more quickly and accurately, so only the vibration signals in the horizontal direction are used in this paper for the prediction of bearing life.



Three groups of 12 different migration experiments were set up to verify the prediction effect of the CNN-GRU-MHA model with a small amount of training data, and the experimental data are shown in Table 2.



In Table 2, the source domain data are used as training data, and the target domain data are divided into test data and validation data in a ratio of 1:1. The training and test data contain labels and the validation data do not contain labels.




3.2. Data Processing


3.2.1. Data Noise Reduction


Because the bearing is affected by different loads, rotational speeds, and other factors during operation, the bearing usually contains a lot of noise, such as directly into the model to predict the RUL, which will affect the accuracy of prediction, so it is necessary to carry out noise reduction on the bearing signal. The author uses discrete wavelet transform for noise reduction in the signal and decomposes the bearing signal into a high-frequency part (detail coefficients, CD) and low-frequency part (approximation coefficient, CA) by selecting the wavelet base as ‘sym8’. The number of times this is performed is 3. The resulting CA and CD are reconstructed using the inverse wavelet transform to suppress the high-frequency components of the signal and realize noise reduction in the signal. The discrete wavelet transform decomposition flowchart is shown in Figure 8.




3.2.2. Normalization Process


To improve the performance of the model to achieve a better migration effect, the original data are linearly transformed using the maximum–minimum normalization method to normalize the data between 0 and 1. Without loss of generality, x = {x1, x2, x3……xn} is used to denote the original vibration signals, and the maximum and minimum values in the original vibration signals are xmax and xmin, respectively. X = {X1, X2, X3……Xn} is used to denote the transformed data. The maximum–minimum normalization method is shown in Equation (12).


   X i  =     x i  −  x  min      x  max   −  x  min       



(13)








3.2.3. HI Build


In the RUL prediction problem of rolling bearings, the accurate construction of bearing Health indicators (HIs) is the key to improving the accuracy of RUL predictions. However, most of the existing HI construction methods select the indicators that can reflect the degradation of the bearing as HIs from the time or frequency domain of the vibration signal, and such methods are overly dependent on the experience of experts and also require a certain degree of understanding of the degradation mechanism of the equipment, which has greater limitations [36]. To this end, We propose a new HI construction method, which firstly reduces the noise of the bearing vibration signal by discrete wavelet transform, then normalizes the data to 0–1 by maximum–minimum normalization, and then takes the noise-reduced and normalized vibration signal as the HI of the bearing. This method not only makes full use of the vibration signal, but also improves the stability of the model training, reduces the variability of features, and improves the generalizability of the model.





3.3. Label Building


Since no label exists in the original data, it is necessary to construct a degradation label corresponding to the HIs. The degradation label refers to the degradation degree of the bearing, which is usually measured by the percentage of bearing degradation. If there are N samples in the training data, the remaining life     Y   i     corresponding to the i sample is shown in Equation (13).


   Y  i   =        N − i  N    



(14)









4. Results and Discussion


4.1. Training Set Loss


In this experiment, the network model is constructed based on the deep learning framework Tensorflow 2.5.0 and the Python programming language, the GPU used is RTX3060, the CPU is Core I5-12400F, and the computationally efficient Adam optimization algorithm is used to train the model. The training hyperparameters are shown in Table 3.



As can be seen from Figure 9, the loss of the four bearings decreases gradually with the increase in iterations. The loss of bearing 1-3 decreases from 0.26 to 0.046, the loss of bearing 2-3 decreases from 0.41 to 0.048, and the loss of bearing 3-2 decreases from 0.42 to 0.053. The loss of the three bearings is smaller, and all of them are in the vicinity of 0.05, which indicates that the constructed CNN-GRU-MHA model has a small error and can fit the training set data well. To verify that the model trained on the training set data can be well applied to the test set and validation set, the structure and parameters of the feature extraction layer of the CNN-GRU-MHA model under the three experiments are frozen separately, the feature extraction capability of the model is retained, and the top layer of the model is retrained. The loss of the model after 100 rounds of reiteration on the test set is specifically shown in Table 4, and to avoid chance, the experiment is repeated five times to take the average value of the loss.



As can be seen from Table 4, the migration experiments of the four bearings have good results, and the loss under variable load conditions is in the range of 0.04–0.05.




4.2. Prediction Based on Validation Set


To more intuitively reflect the prediction effect of the model in the validation set, the predicted life curves of the bearings after the partial noise reduction is demonstrated with the true life curves, as shown in Figure 10, Figure 11, Figure 12, Figure 13, Figure 14, Figure 15, Figure 16, Figure 17, Figure 18, Figure 19, Figure 20 and Figure 21.




4.3. Model Generalizability Validation


The XJTU-SY dataset contains the full life cycle vibration signals of 15 rolling bearings under three operating conditions and clearly labels the failure location of each bearing [37]. Two sets of migration experiments are constructed based on the XJTU-SY bearing dataset to verify the generalizability of the model in different datasets. The results of the migration learning dataset construction and experiments are shown in Table 5, and the specific life prediction curves are shown in Figure 22, Figure 23, Figure 24 and Figure 25.





5. Conclusions


In this chapter, we mainly focus on the study of RUL for bearings under a small amount of data and propose a CNN-GRU-MHA method for predicting the RUL of bearings.



	(1)

	
The method combines CNN and GRU and directly inputs the vibration signals processed by the maximum–minimum normalization method and the discrete wavelets as HIs into the model.




	(2)

	
Local features of rolling bearing signals are extracted using CNN, and then the timing information is modeled and predicted using the GRU model; MHA is introduced for weighting, the L1 regularization method is added to reduce the number of features and reduce the computational complexity, and avoid overfitting, and a model-based migration learning method is also introduced to achieve the RUL prediction of rolling bearings with a small amount of data.




	(3)

	
Experimental validation was carried out using the PHM2012 and XJTU-SY bearing datasets. The experimental results of PHM2012 data show that the average RMSE of the CNN-GRU-MHA model, with three sets of twelve migration experiments under variable load conditions, is 0.0443; and the results of the XJTU-SY data show that the average RMSE of two sets of four migration experiments under variable load conditions is 0.0691, which verifies the accuracy and good generalization of the model.




	(4)

	
In future work, it will be necessary to further collect actual industrial production bearing vibration data to validate the model’s performance.
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Figure 1. Structure of a typical convolutional neural network. 
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Figure 2. Structure diagram of GRU. 
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Figure 3. Schematic diagram of model-based transfer learning. 
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Figure 4. Multi-head attention mechanism. 
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Figure 5. RUL prediction model of CNN-GRU-MHA model. 
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Figure 6. The training process of CNN-GRU-MHA. 
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Figure 7. PRONOSTIA experimental platform. 
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Figure 8. Signal decomposition process by discrete wavelet transform. 
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Figure 9. Training set loss. 






Figure 9. Training set loss.



[image: Applsci 14 09039 g009]







[image: Applsci 14 09039 g010] 





Figure 10. Bearing 1-3. Migration 2-3. 
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Figure 11. Bearing 1-3. Migration 2-4. 
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Figure 12. Bearing 1-3. Migration 3-1. 
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Figure 13. Bearing 1-3. Migration 3-3. 
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Figure 14. Bearing 2-3. Migration 1-3. 
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Figure 15. Bearing 2-3. Migration 1-4. 
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Figure 16. Bearing 2-3. Migration 3-1. 
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Figure 17. Bearing 2-3. Migration 3-3. 
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Figure 18. Bearing 3-2. Migration 1-3. 
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Figure 19. Bearing 3-2. Migration 1-4. 
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Figure 20. Bearing 3-2. Migration 2-3. 






Figure 20. Bearing 3-2. Migration 2-3.



[image: Applsci 14 09039 g020]







[image: Applsci 14 09039 g021] 





Figure 21. Bearing 3-2. Migration 2-4. 
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Figure 22. Bearing 1-3. Migration 2-3. 
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Figure 23. Bearing 1-3. Migration 3-2. 
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Figure 24. Bearing 2-3. Migration 2-3. 
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Figure 25. Bearing 2-2. Migration 3-2. 
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Table 1. Data of PHM2012.
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	Working Condition
	Rotational Speed (rpm)
	Load (N)
	Bearing Data





	Working condition 1
	1800
	4000
	1_1, 1_2, 1_3, 1_4, 1_5, 1_6, 1_7



	Working condition 2
	1650
	4200
	2_1, 2_2, 2_3, 2_4, 2_5, 2_6, 2_7



	Working condition 3
	1500
	5000
	3_1, 3_2, 3_3










 





Table 2. Construction of experimental dataset.
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	Test
	Source Domain Data
	Target Domain Data





	Test 1
	bearing 1-3
	bearing 2-3, bearing 2-4, bearing 3-1, bearing 3-3



	Test 2
	bearing 2-3
	bearing 2-4, bearing 2-5, bearing 3-3, bearing 3-3



	Test 3
	bearing 3-2
	bearing 1-3, bearing 1-4, bearing 2-3, bearing 2-4










 





Table 3. Parameter table.
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	Hyperparameter Name
	Hyperparameter Value





	Learning rate
	0.001



	Sample size
	128



	Number of iterations
	60/100



	Batch size
	128










 





Table 4. Losses from four experiments.
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Source Domain Data

	
Target Domain Data

	
Loss

	
Average Loss






	
Bearing 1-3

	
Bearing 2-3

	
0.0463

	
0.0433




	
Bearing 1-3

	
Bearing 2-4

	
0.0449




	
Bearing 1-3

	
Bearing 3-1

	
0.0427




	
Bearing 1-3

	
Bearing 3-3

	
0.0461




	
Bearing 2-3

	
Bearing 1-3

	
0.0458




	
Bearing 2-3

	
Bearing 1-4

	
0.0426




	
Bearing 2-3

	
Bearing 3-3

	
0.0416




	
Bearing 3-2

	
Bearing 1-3

	
0.0382




	
Bearing 3-2

	
Bearing 1-4

	
0.0397




	
Bearing 3-2

	
Bearing 2-3

	
0.0413




	
Bearing 3-2

	
Bearing 2-4

	
0.0418











 





Table 5. Construction of experimental dataset of XJTU-SY.
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Experiment No.

	
Source Domain Data

	
Target Domain Data

	
Loss

	
Average Loss






	
1

	
bearing1-3

	
bearing2-3

	
0.0568

	
0.0691




	
bearing1-3

	
bearing3-2

	
0.0464




	
2

	
bearing2-3

	
bearing1-3

	
0.1138




	
bearing2-3

	
bearing3-2

	
0.0595

















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg





media/file4.png
@ add vectors . vector splicing

Vector element
multiplication






media/file39.jpg
Lifespan comparison

=
[~

=)

<o o o
S =) )

=
o

—— Bearing 2-3 predicts life!
—— Bearing 2-3 true life

200 400 600 800 1000 1200

Sampling sequence number





media/file18.png
L.oss

Bearing1-3

0 10 20 30 40 50 60

The number of iterations

L.oss

0.45
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05
0.00

Bearing2-3

0 10 20 30 40 50 60

The number of iterations

L.oss

0.45
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05
0.00

Bearing3-2

0 10 20 30 40 50 60

The number of iterations






media/file21.jpg
Lifespan comparison

1.0

0.8

0.6

0.4

02

0.0
0

Bearing 2-4 predicts life
Bearing 2-4 true life

100 200 300 400 500 600 700
Sampling sequence number





media/file44.png
thespan comparison
= = =
M~ (o)) 0]

(e
[\)

0.0

—— Bearing 2-3 predicts life
— Bearing 2-3 true life

100 200 300 400 500 600
Sampling sequence number





media/file26.png
0.8

0.6

0.4

Lifespan comparison

0.2

0.0
0

Bearing 3-3 predicts life
Bearing 3-3 true life

50 100 150 200 250 300 350 400
Sampling sequence number





media/file7.jpg
Soft-max

o






media/file28.png
1.0

o o o
[I=N (o] (0]

Lifespan comparison

e
(NS

0
0

— Bearing 1-3 predicts life
— Bearing 1-3 true life

200 400 600 800 1000 1200 1400 1600 1800 2000
Sampling sequence number





media/file10.png
- InPUt Layer - Output Layer -BN Layer D GRU Layer
D MHA D GAP -Pooling Layer - Dense Layer

- Convolutional Layer

|l






media/file49.jpg
Lifespan comparison

e
[S)

=)

N o o
B =) oo

o
(=)

—— Bearing 2-3 predicts life
—— Bearing 2-3 true life

500 1000 1500 2000 2500

Sampling sequence number





media/file11.jpg
pretreatment

End

Output the

Vibrating signals

v

HI build

!

Degencrate label

building

Training data

prediction resulis

Validating
data 4

Repeat the
training

Testing data —4

Model

migration

| ST S |

z
&

CNN
v Model parameters
updated
GRU X
A 4

prediction result

Dense layer outputs the

—»  Calculate loss






media/file6.png
Parameter sharing

Source domain task migration Target task fine-tuning model

—_—————— —_— —_— ——_——

Source domain dataset |
Contains labels

!

Target domain dataset
No labels included

|






media/file36.png
< < <
£ (o) [od]

Lifespan comparison

<
[}

—— Bearing 1-3 predicts life
— Bearing 1-3 true life

0.0
0 200 400 600 800 10001200 1400 1600 1800 2000

Sampling sequence number





media/file15.jpg
Raw signal

Wavelet basis function

CDI CAl






nav.xhtml


  applsci-14-09039


  
    		
      applsci-14-09039
    


  




  





media/file2.png
. Input Layer

. Convolutional Layer






media/file23.jpg
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Lifespan comparison

Bearing 3-1 predicts life|
— Bearing 3-1 true life

100 200 300 400 500 600
Sampling sequence number





media/file24.png
Lo
NN o O

<
= W

Lifespan comparison

e
N W

o <
< =

Bearing 3-1 predicts life
Bearing 3-1 true life

-

100 200 300 400 500 600
Sampling sequence number





media/file29.jpg
Lifespan comparison

o
]

=3

ol
©

o
o)

o
'S

o
=]

0

—— Bearing 1-4 predicts life|
— Bearing 1-4 true life

200 400 600 800 1000 1200

Sampling sequence number





media/file1.jpg
B e aser

[ convolutional Layer

7y






media/file12.png
‘ Vibrating signals

¢

Output the
prediction results

|

|

|

|

|

|

|

|

|

| —
| | Validating
: data %
|

|

|

|

|

|

|

|

|

|

|

|

|

|

: Repeat the :

- | training :

HI build |

Testing data —J :

l Model |

Degenerate label : migration :

building : |

_____________________ d
_____________ W

Training data

Calculate loss

prediction result

|

|

|

|

|

I <

|

. :
| |
|

: CNN :
| l
: |
! Model parameters :
| A

| updated :
: GRU 4 '
| |
| |
| |
| A |
: Dense layer outputs the g :
| |
| |
|





media/file9.jpg
I ioput Layer [ Ouput Layer  LIBN Layer [JGRU Layer
Pooling Layer Dense Layer
Cmna [ car | e

[ Convolutional Layer o

(0






media/file42.png
Lifespan comparison
- < < < —
bo N o o0 o

<
o

—— Bearing 2-4 predicts life
—— Bearing 2-4 true life

0

100 200 300 400 3500 600 700

Sampling sequence number





media/file47.jpg
o

=3

Lifespan comparison
=

o
o

o

—— Bearing 1-3 predicts life
— Bearing 1-3 true life

40 60 80 100 120 140 160 180

Sampling seauence number





media/file38.png
—_—
o

<
o0
L]

<
o))
n

I
o~

Lifespan comparison

<
\S)

—— Bearing 1-4 predicts life
—— Bearing 1-4 true life

0 200 400 600 800 1000 1200

Sampling sequence number





media/fil