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Abstract

:

With the advancement of science and technology, pollution in rivers and water surfaces has increased, impacting both ecology and public health. Timely identification of surface waste is crucial for effective cleanup. Traditional edge detection devices struggle with limited memory and resources, making the YOLOv8 algorithm inefficient. This paper introduces a lightweight network model for detecting water surface litter. We enhance the CSP Bottleneck with a two-convolutions (C2f) module to improve image recognition tasks. By implementing the powerful intersection over union 2 (PIoU2), we enhance model accuracy over the original CIoU. Our novel Shared Convolutional Detection Head (SCDH) minimizes parameters, while the scale layer optimizes feature scaling. Using a slimming pruning method, we further reduce the model’s size and computational needs. Our model achieves a mean average precision (mAP) of 79.9% on the surface litter dataset, with a compact size of 2.3 MB and a processing rate of 128 frames per second, meeting real-time detection requirements. This work significantly contributes to efficient environmental monitoring and offers a scalable solution for deploying advanced detection models on resource-constrained devices.
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1. Introduction


The meteorological conditions, which have become increasingly erratic, have resulted in the accumulation of waste material in river systems. Surface garbage is a significant contributor to river pollution, disrupting the ecological balance of rivers and causing the death of vast numbers of river organisms. This, in turn, affects the ecological balance of rivers and the living environment of people in riverine areas. The recycling and cleaning of river garbage is an essential step in maintaining the ecological balance of the planet. Nevertheless, this process is inherently time consuming and labor intensive.



In recent years, a substantial body of research has been conducted on target detection in the domain of deep learning, as evidenced in [1,2,3,4,5]. These methods have the capacity to extract features from images and have demonstrated notable efficacy in target detection, image classification, and target localization. However, these models suffer from several limitations, including the use of large models, parameter redundancy, limited robustness, and low efficiency. Furthermore, they are not suitable for deployment on edge devices. In recent years, studies [6,7,8] have shown that deploying neural network models on edge devices is economical and applicable. The combination of high-resolution cameras and the compact size of edge devices allows for the effective detection of surface litter. Furthermore, the flexibility of the edge device, which has a minimal environmental impact, makes it a sustainable tool for the ecological maintenance of rivers. The ability to analyze real-time data enhances the timeliness of decision-making and effectively reduces the waste of labor. Thus, the deployment of the network model at the edge facilitates a shift towards more efficient, safe, and environmentally friendly practices in the field of river ecological surface waste detection.



In recent years, deep learning has become more and more important in the field of object detection, which is proved by the literature [9]. Application of deep learning neural networks for target calling algorithms has demonstrated considerable promise in the automatic detection of rubbish, offering real-time, robust, and widely available solutions. Nevertheless, the extant algorithmic models remain susceptible to improvement with respect to the detection of water surface litter. The traditional Faster R-CNN [10] is afflicted by the vices of parameter redundancy, a substantial model, and low efficiency. Classical single-stage algorithms, such as YOLOv8 [11], have demonstrated notable efficiency gains. However, they remain suboptimal in terms of accuracy and are characterized by large models that present challenges for deployment on edge devices.



It is commonly acknowledged that traditional convolutional neural networks (CNNs) often necessitate substantial computational resources and parameters to achieve satisfactory performance. This presents a significant challenge in terms of deploying such models on edge devices, which are often constrained by limited memory and computational capabilities. Accordingly, our objective is to develop a lightweight and highly performant model for the detection of water surface litter.



Henar Mike [12] made a number of comparisons of deployments at the edge of some of the columns. The optimized model deployed in all the Jetson series achieved an average percent power reduced (%R) of 53.18% with a percent difference of 35.9% from the results of the local PC.



Despite the success of lightweight neural networks in various industries, research in river water surface litter detection is quite limited. This study aims to address this gap by developing an efficient and lightweight surface waste detection model. The contributions of this study are as follows:




	(1)

	
It is proposed that the faster implementation of the CSP Bottleneck with convolutions and the Sobel convolutions (Sobel_Conv) C2f-WS module be used for the detection of real water surface litter, based on the C2f module in YOLOv8. The WS module employs a Sobel convolution branch (Convbranch) to explicitly extract edge features from the image. An additional convolutional branch is employed for the extraction of spatial information. In contrast to the Sobel_Conv branch, the convolutional branch (conv_branch) extracts features from the original image, thereby preserving rich spatial details. The WS module concatenates the features extracted from the Sobel_Conv branch and the convolutional branch. This fusion operation permits the learned feature representation to contain both rich edge information and spatial information, thereby enabling a more comprehensive portrayal of the image content;




	(2)

	
The concept of shared convolution is employed to develop a more compact detection head, SCDH, which significantly reduces the number of parameters and increases the efficiency of the model, particularly on constrained devices. To solve the problem that the target data scales detected via each detection head are inconsistent, the scale coefficient is used to scale the features in shared convolution;




	(3)

	
The slimming pruning method reduces the number of parameters and the calculation, thus reducing the size of the model and speeding up the model’s execution;




	(4)

	
The introduction of PIoU2 as a novel regression loss function serves to accelerate the regression of the network on low IoU samples and enhance the localization precision of targets.










2. Related Works


2.1. Surface Litter Detection


The conventional methodologies employed for the detection of water surface litter primarily entail the construction of templates through the enumeration of the texture, hue, and contour characteristics of water surface entities. Subsequently, the pertinent classifiers are utilized to ascertain the categories of water surface litter.



Scholars currently employ deep learning techniques for the purpose of object detection [13,14]. The primary distinction between these two approaches is whether they employ a single or double stage. In order to achieve real-time deployment, the single-phase you only look once (YOLO) series [15,16] model is commonly utilized in the edge segment. Zhou et al. [17] employed the MobileViTv3 as a feature extraction network to encode the entire visual field, thereby reducing the parameters of the YOLO model and expanding its scope of application. Jiang et al. [18] employed a modified YOLOv7 with ACanny PConv-ELAN and multi-scale gated attention for adaptive weight allocation (MGA) attention to enhance the precision of target detection for small, challenging objects.



While these methods are valuable for water surface litter detection, they still present several challenges. (1) Although numerous methodologies exhibit augmented detection precision in specific scenarios, they frequently necessitate larger model parameters and elevated computational complexity, which constrains their applicability for deployment at the edge. (2) Some existing lightweight models reduce the number of model parameters but fail to achieve the best match point between accuracy and model size. In this paper, we propose a convolutional module based on Sobel convolution, which is designed to facilitate the recognition of target edges, facilitate the separation of target and background, and thereby enhance the accuracy of the model. Furthermore, the model is pruned in order to reduce its overall size. This method achieves the best match point between model size and accuracy.




2.2. YOLOv8 Algorithm


YOLOv8 is the next major update version based on YOLOV5, which was open sourced by ultralytics on 10 January 2023. It currently supports image classification, object detection, and instance segmentation tasks. In view of the good performance of Yolov5, Yolov8 was well received at the start of its release.



The YOLOv8 model introduces new features and improvements based on the YOLOv5 [19] model. The YOLOv8 model better balances speed and accuracy than the YOLOv5 model. The YOLOv8 model is categorized into five different sizes of models, n, s, m, l, and x, depending on the depth and width of the network. The n model has lower computational and parameter requirements, which facilitates deployment on mobile and CPU devices. YOLOv8 consists of three main components: the backbone, which is based on CSP, the neck, which is the feature enhancement network, and the head, which is the detection head.



These components are utilized for target characteristics extraction, target characteristics fusion, and prediction image output, respectively. The network structure is illustrated in Figure 1. The backbone comprises the CBS, C2f, and SPPF modules. The C2f module makes the model lighter by reducing one convolution layer from the original C3 module. In addition, it retains the concept of CSP in YOLOv5, and the Space Pyramid Pool (SPPF) module. The neck component employs the PA-FPN (Path Aggregation Network-Feature Pyramid Network) concept, which involves a two-way fusion of low-level and high-level features to enhance target detection across different scales. This is achieved by removing the convolution of the sampling stage in the PA-FPN of YOLOV5 and replacing the C3 module with a C2f module. The head is replaced by an anchor-free decoupled head derived from the anchor-based coupled head in YOLOv5. This change removes the obj branch. It introduces a new cls classification branch and a box regression branch. Furthermore, the regression branch employs the integral form representation of the DFL strategy, while the decoupled head [20] is utilized for more efficient training and inference. Ultimately, this approach incorporates three detection heads for the prediction of targets of varying sizes. These improvements make YOLOv8 perform more fine tuning and optimization while maintaining the advantages of YOLOv5’s network structure and improving the model’s performance in various scenarios.





3. SS(Sobel and Share)-YOLOv8 Algorithm


3.1. Algorithm Overview


The YOLOv8n system has been developed to address the issues of inconspicuous image feature extraction, insufficient spatial information, low accuracy of small-target localization, and insufficient real-time performance in water surface litter detection. In order to address these deficiencies, the C2f module is improved, WS-C2f is proposed, and the original C2f module is replaced. Secondly, the detection head of the original network model is replaced by SCDH-Detect. Finally, the PIoU2 [21] replaces the original loss function as a new loss function, which serves to accelerate the convergence of the model and enhance its accuracy for small target localization. The model resulting from the lightweight design process is designated as SS-YOLOv8n.




3.2. WS-C2f Module


The YOLOv8 feature extraction network is structured in a manner similar to the CSPDarkNet network. However, the C2f module, comprising the standard convolution (SConv) and the bottleneck structure (Bottleneck), exhibits shortcomings in terms of a considerable number of parameters and a relatively slow computation speed. To reduce the model’s requirements on device arithmetic and memory, and to improve the accuracy of water surface trash detection, this paper constructs the WS-C2f module based on the concept of the Hgnet (Hourglass net) module in the backbone network in RT-DETR [22] and replaces the C2f in the original backbone network with it. The module is designed to serve as an efficient front-end module in image recognition tasks.



This module fuses Sobel_Conv [23] branching for extracting edge information and convolutional branching for extracting spatial information, thereby enabling the learning of more nuanced representations of image features. The WS-C2f module explicitly extracts the edge features of an image through Sobel_Conv branching. The Sobel filter is a well-established edge detection filter that effectively captures abrupt changes in intensity in an image, thereby obtaining crucial edge information. The Sobel operator is a discrete differential operator used in image processing edge detection algorithms. It detects the approximate gradient used via the edge device to calculate the grayscale of the image by calculating the gradient of each pixel point in the image. The greater the gradient, the more likely that it is an edge. The operator combines a Gaussian smoothing function and differential derivative function. It is also known as a first-order differential operator and derivative operator. It extracts the image in the horizontal direction and the vertical direction, respectively, to obtain the image gradient in the x direction and the y direction. The Sobel operator is based on the assumption that pixels in the neighborhood do not have an equivalent effect on the current pixel. Consequently, pixels at different distances are assigned different weights, which in turn produce varying effects on the results of the operator. In general, the influence of a given point decreases with increasing distance.



The Sobel operator principle involves convolving the incoming image pixels. Convolution can be understood as a process of identifying the gradient value or performing a weighted average, where the weights are the so-called convolution kernel. Subsequently, a thresholding operation is applied to the resulting new pixel gray value, thereby obtaining the horizontal and vertical gradient information. This information is utilized to determine edge information, as illustrated in Figure 2 and Figure 3 and Equations (1) and (2).
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The WS module employs an additional convolutional branch, as illustrated in Figure 4, to extract spatial information. In contrast to the Sobel_Conv branch, the convolutional branch is capable of extracting features from the original image, thereby preserving the rich spatial details inherent to the source data. The WS module combines the extracted features from the Sobel_Conv branch and the convolutional branch. The fusion operation permits the learned feature representation to contain both rich edge information and spatial information, thereby facilitating a more comprehensive portrayal of the image content.




3.3. SCDH-Detect Module


The most significant alteration is evident in the head component of YOLOv8. As the designation “Decoupled-Head” implies, this configuration entails the decomposition of the original single detection head into two distinct components. The three decoupled heads in the head section are analogous to the feature map outputs P3, P4, and P5 in the neck section. After entering the decoupling head, it is divided into two branches, and after undergoing three convolutional layers, it obtains the confidence score for each class and the four coordinates (center point coordinates, width, and height) for the regression bounding box, so as to accurately locate the object, as illustrated in Figure 5.



Feature maps obtained from the network, designated as P3, P4, and P5, are fed into the decoupling header for prediction purposes. Additionally, these maps are incorporated into the regression branch of the detection header. The regression header is responsible for computing the positional offsets between the predicted box and the actual box. Subsequently, the offsets are fed into the regression header for loss computation, resulting in the generation of a four-dimensional vector. It represents the upper-left coordinates x and y and lower-right coordinates x and y of the target box, respectively. The classification head performs RoI (Region of interest) Pooling and convolution processing on each anchor-free generated candidate box to obtain a classifier output tensor. Each position value of this tensor represents the probability that the candidate box belongs to a class. Finally, maximum value suppression (NMS) is used to filter out the final detection results.



Group normalization (GN) [24] is an improved algorithm based on the high error rate of batch normalization (BN) [25] when the size of the batch is small, because the calculation results of the BN layer depend on the data of the current batch. When the batch size is small (such as 2 and 4), the mean and root mean square of batch data are less representative and, therefore, have a greater impact to the end result. GN divides the channel into groups and calculates the normalized mean and variance for each group. For each feature channel, GN calculates the mean and variance within each group and then uses these statistics to standardize the features within each group. The calculation of GN is not affected by the batch size, so the accuracy remains consistent under different batch sizes. In other words, the normalization operation of GN is independent of batch size. The formula is as follows:
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with   ϵ   as a small constant. Where   x   is a feature computed by layer with feature size   ( N , C , H W )  , and m is the size     S   i     of this set varying with different normalization methods in GN, where x is a feature computed by layer with feature size   ( N , C , H W )  , and m is the size     S   i     of this set varying with different normalization methods; in GN,
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where   G   is the number of groups and is a predefined hyperparameter (default is   G   = 32).   c / G   is the number of channels in each group, and GN computes   µ   and   σ   along   ( C / G e , H , W )  .



Therefore, the core idea of GN is to normalize each set of identical feature maps, and these groups are divided only in the channel dimension, making the normalization process independent of batch size.



To reduce the size of the model, this paper refers to the use of the same set of convolutional kernels for the three output layers through the use of shared convolution [26]. Significantly reducing the number of parameters makes the model lighter, especially on resource-constrained devices. When using shared convolution, the group normalization algorithm is used instead of the batch normalization (BN) algorithm, and the SCDH is proposed to scale the features using the scale layer to address the problem of inconsistency in the scale of the target detected via each sensing head, as shown in Figure 6.




3.4. Optimizing the Loss Function


CIoU [27] is used as the loss function in YOLOv8. Three factors are considered: the overlap area between the predicted frame and the real frame and the distance between the center point and the aspect ratio. The definition range is as follows:
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In the formula,   A , B   represent two frames, and     A   c t r   ,   B   c t r     _ctr represent the center point of   A   and   B  . From the formula, it can be seen that if the aspect ratio of the predicted frame and the     g   t     frame are the same, then the aspect ratio penalty term is constant 0, which is not reasonable. Observing the gradient of   ω , h   relative to   v   in CIoU, it is found that these two gradients are a pair of opposite numbers, i.e.,   ω   and h cannot be increased or decreased at the same time, which is obviously not reasonable either. The loss function based on CIoU is affected by an unreasonable penalty factor, which causes the anchor frame to expand during the regression process, significantly slowing down the convergence.



To solve this problem, an enhanced IOU loss function PIoU is proposed, which combines a penalty factor of adaptive target size with a gradient adjustment function based on anchor frame mass. PIoU losses can guide the anchor frame regression along an effective path, thus converging faster than traditional IoU-based loss functions. As shown in Figure 7.



Although PIOU can effectively accelerate the convergence speed, there is a limitation that the accuracy decreases in the face of the surface litter dataset; so, this paper introduces a non-monotonic attention function and uses it in combination with a single hyperparameter controlled PIoU. By incorporating an attention mechanism into PIoU loss to yield the PIoU2 loss, we enhance the focus on mid-to-high-quality anchor frames, leading to improved target detector performance and precision. The attention function and the PIoU2 loss formulation are outlined below:
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Introduce a new parameter   q  , ranging from 0 to 1 inclusively, to represent the quality assessment of the anchor frame, substituting the penalty factor   P  . Setting   q   to 1 corresponds to   P   at 0, signifying perfect alignment of the anchor frame with the target frame. As   q   grows, the value of   P   diminishes, reflecting a decline in anchor frame quality. The hyperparameter   λ   regulates the dynamics of the attention function, enhancing the focus on medium-quality anchor frames through a non-monotonic attention function,   u ( λ q )  . This innovation ensures that the PIoUv2 loss incorporates not just the attention mechanism but also maximizes its benefits, particularly by prioritizing the medium-quality phase of the anchor frame regression. By concentrating on these medium-quality frames, PIoUv2 boosts the model’s precision in identifying the target amidst surface clutter, streamlining hyperparameter optimization efforts.




3.5. Channel Pruning Based on Slimming


The model after lightweighting is somewhat improved in terms of computation and memory usage but still has parameter redundancy. In order to reduce the parameter and computational redundancy, while trying to ensure the effectiveness of the model in detecting water surface debris and reduce the difficulty of its end use, structured pruning is further used in this paper. Pruning techniques significantly reduce the volume and computation of a deep learning model by removing redundant or unimportant weight parameters from the model, while keeping the accuracy of the model as much as possible. This not only reduces the need for storage and computing resources but also speeds up the reasoning process so that pruned models can be deployed directly on edge devices.



In the literature [28], network slimming is proposed, which uses a wide and large network as an input model, but during training, unimportant channels are automatically identified and subsequently pruned, resulting in a thin and compact model with considerable accuracy. The core of slimming is to introduce a scaling factor γ for each channel and multiply it with the output of that channel. Next, we train the weights of the network and these scaling factors simultaneously and apply sparse regularization to the scaling factors. Finally, we prune the channels with small factors and fine-tune the pruned network. Specifically, the training goal of our method is


        L =    ∑    x , y       l   f   x , W   , y   +   λ    ∑  γ ∈ T     g   γ          
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In the above formula,    ( x , y )   denote the training inputs and targets,   W   denotes the trainable weights, the 1st term and the term correspond to the normal training loss of the CNN,   g ( · )   is the penalty on the scaling factor due to sparsity, and   λ   balances the two terms. Setting     Z   i n     and     Z   o u t     are the inputs and outputs of the BN layer,   ϵ   is a small constant, and   β   denotes the current small batch of data; the BN layer performs the following transformations:
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As shown in Figure 8, the smaller the scaling factor   γ  , the less important the channel is.





4. Discussion


4.1. Experimental Environment and Dataset


The environment configuration for this experiment is shown in Table 1 below.



The key parameters for this network training are shown in Table 2.



The edge end device used in this post is the Jetson Nano b01. The key parameters of the Jetson Nano b01 are shown in Table 3.



This experiment was conducted using the publicly available surface litter dataset SLD (Surface litter Dataset), which is a high-quality dataset focusing on floating debris, consisting of a series of well-labeled images designed to train and evaluate the performance of a computer vision model on the task of floating debris detection. The dataset contains 2400 images in eight categories, namely ‘bottle’, ‘grass’, ‘branch’, ‘milk crate’, ‘plastic bag’, ‘plastic garbage’, ‘ball’, and ‘leaf’. Examples of some images from the SLD are shown in Figure 9. The analysis shows that the dataset is relatively complex, the impact of water surface reflection is serious, and the edge contour of the object is entangled with the reflection of the water surface of the object and is difficult to distinguish, so it is often necessary to detect objects on images of different scales, requiring the network model to accurately identify the contour of the target to identify the target.




4.2. Evaluation Indicators


In this paper, the experiments use Precision (P), Recall (R), and mean Average Precision (mAP) as the evaluation metrics of the algorithm’s detection performance. The formula is as follows:


    P =    T P   T P + F P     



(11)






  R =    T P   T P + F N     



(12)






  A P =   ∫  0   1    P   R   d R    



(13)
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where   F P   is the number of negative samples that were incorrectly predicted,   F N   is the number of positive samples that were incorrectly predicted, and   T P   is the number of positive samples that were correctly predicted.   A P   reflects the accuracy of target detection for a single category, and   m A P   indicates the average   A P   value for multiple categories. Additional metrics are introduced to evaluate model complexity and computational efficiency, mainly GFLOPs, Params, Model Size, Latency, and FPS. GFLOPs and Params are used to evaluate the computational complexity of the model; Latency is the time it takes the model to complete a forward inference, excluding image preprocessing and non-maximum suppression (NMS), which is used to evaluate the computational efficiency of the network; FPS represents the recognition speed of the model.




4.3. Ablation Experiments


Ablation experiments were conducted to ascertain the efficacy of each SS-YOLOv8n improvement in terms of accuracy and the detection of light river garbage. The results are presented in Table 4. In Experiment A, the C2f module was replaced with WS-C2f, forming a new backbone network. This resulted in a reduction of 0.53 in the number of model parameters and 0.4 GFLOPs in computation. In Experiment B, the SCDH was employed in lieu of the original model’s detection head. This results in a reduction in the number and volume of model parameters, with an improvement in mAP50 of 1.2%. This demonstrates that the novel network configuration mitigates the loss of information pertaining to surface spam targets. Experiment C introduces a novel loss function, PIoU2, based on B, which enhances the mAP50 to 80.1% and further optimizes the detection accuracy. The utilization of an auxiliary bounding box has been demonstrated to enhance the efficacy of water surface litter target localization. Experiment D employs the slimming pruning method to compress the model derived from C. Subsequently, the compressed model is fine-tuned. While the mAP50 is reduced by 0.2%, the resulting model is only 2.3 MB in size and exhibits a 0.12ms reduction in inference delay. By adopting this strategy, the quantity of parameters is efficiently minimized without compromising the model’s efficacy. Moreover, this results in increased operational speed.



To further show the effect of Experiments A, B, and C, the models of Experiments A, B, and C were migrated to the Jetson Nano b01 for testing, as shown in Figure 10.




4.4. Comparative Experiments


4.4.1. Comparison of Different Loss Functions


To assess PIoU2’s efficacy, it was contrasted against WIoU [29] and EIoU [30], along with Wise-PIoU2 and Wise-Inner-PIoU2 [31], which integrated concepts from wiseiou and inneriou, respectively. Findings delineated in Table 5 illustrate this evaluation. Post-application, when mAP calculations were conducted at 50% and 95% model performance levels, enhancements amounted to 2.1% and 1.5%, respectively.




4.4.2. Comparison of Different Pruning Methods


To determine the effectiveness of the slimming pruning method, it is compared with the lamp [32] and Group-norm [33] methods at a 50 percent pruning rate. It can be observed that the accuracy of the slimming, lamp, and Group-norm methods remain consistent, even when the pruning size is identical, whereas the accuracy of the other two methods declines, as shown in Table 6.




4.4.3. Comparison of Whether Global Pruning Is Turned on or Not


The question of whether to eliminate key network layers is a significant challenge in the process of pruning. Global pruning, which does not differentiate between the importance of network layers based on the pruning method, has the advantage of significantly reducing the complexity of the network model. However, this approach may result in a trade-off between reduced complexity and accuracy. In the absence of global pruning, certain crucial layers may be bypassed during the pruning process. This approach offers the benefit of enhanced accuracy but comes at the cost of a larger network model. As illustrated in Table 7.




4.4.4. Comparison of Different Pruning Rates


As illustrated in Table 8, the impact of disparate pruning rates under a unified pruning methodology exhibits variability. The lightweight model was subjected to pruning at varying rates, after which the pruned model was fine-tuned to restore accuracy. It is found that with the increase in pruning rate, the number of parameters and the computational complexity of the model decrease. However, this does not necessarily result in a reduction in the model’s expressive capacity. In contrast, the accuracy of the 50% pruned model is enhanced by 0.4% in comparison to the baseline model. This indicates that the convolutional kernels within the same layer of the model may have acquired numerous analogous features, thereby resulting in parameter and computational redundancy.



Furthermore, the number of channels in each layer of the network before and after pruning is analyzed. This is illustrated in Figure 11, which depicts the 7, 8, 9, and 21 output channels of the backbone network as the most heavily pruned. This suggests that the redundancy within the shallow network is relatively minimal, with parameter redundancy emerging as the network deepens. Additionally, it indicates that the exportation parameters identified will not significantly impact the overall performance of the network.




4.4.5. Comparison of Different Models


To assess the algorithm’s superiority, this research directly benchmarks SS-YOLOv8s against counterparts from the YOLO lineage: YOLOv5n, YOLOv5s, YOLOv8n, and YOLOv8s. As demonstrated in Table 9, in terms of lightweighting, SS-YOLOv8s exhibits the lowest parameter, computation, and model memory, particularly exhibiting a memory consumption of only 12% and 10% of YOLOv5s and YOLOv8s, respectively. This represents a reduction of 12% and 10%, respectively, in comparison to YOLOv5s and YOLOv8s. In terms of accuracy, SS-YOLOv8n showed the highest detection accuracy and the lowest number of parameters compared with YOLOv8-ghost [34] of the same scale.



Considering processing speed, the FPS of SS-YOLOv8n hits 128.9, suggesting an image detection timeframe of roughly 8.7 milliseconds. It represents an improvement of 13 frames/s compared with the original model and 10 frames/s compared with YOLOv8-ghost. This evidence supports the assertion that the pruning method proposed in this paper is effective in achieving the objectives of model compression and inference acceleration.





4.5. Visual Analytics


To analyze the enhancement effect of the overall improved model in comparison with the pre-improved model, Grad-CAM [35] was employed to generate heat maps for the feature layers with a network layer index of 10 in the pre- and post-improved models. The heat map is used to represent the degree of confidence that the model has about the existence of the object. The values at each location represent the probability of detecting an object at that location, and the heat map is used to represent the model’s confidence in the presence of the object. The value at each location represents the probability of detecting an object at that location. The model’s focus on a particular region can be visually assessed by observing changes in the region’s shadow brightness, as shown in Figure 12.



The improved model produces a more concentrated region of brightness. For example, in the figure, SS-YOLOv8n not only accurately distinguishes the foreground and background, but it also shows that the model pays more attention to the top half of the target. In contrast, the original model correctly detects the target, but it erroneously identifies part of the background region as the target’s feature information. In YOLOv8-mobilentv4, the recognition of the target and the background is not accurate, and some edges are not recognized. YOLOv8 ghost will mainly detect the central location of the target, which is not very friendly to garbage floating on the surface of the water with reflections. YOLOv8-mobilentv4 is a network that replaces the backbone of YOLOv8n with the backbone of mobilentv4, which is too thin, so the target positioning is much worse than the other three groups of models.



According to the different thermal maps of the same images of four groups of different models, SS-YOLOv8n has the best performance identifying the target edge, which improves the detection ability of the model.





5. Conclusions


In this paper, we make improvements for YOLOv8 when deployed at the edge end where the model is too large, the processing speed is too slow, and the real-time effect is not good. To this end, this paper proposes a fast and lightweight SS-YOLOv8 algorithm. First, the WS-C2f module with Sobel_conv was used to replace the C2f module, with the objective of enhancement of backbone feature extraction capabilities. Secondly, in order to ensure the model is lightweight, a detection head SCDH utilizing shared convolutional composition is proposed. Thirdly, the original CIoU loss function is replaced by PIoU2, which improves the localization accuracy of small garbage on the surface of the water while accelerating the convergence speed of the network. Fourth, a slimming pruning method is employed to significantly reduce the number of redundant parameters, thereby reducing the model size. The experiments demonstrate that SS-YOLOv8 exhibits notable enhancements in model size, computational efficiency, and inference speed. The model’s mAP50 and mAP50–95 are 79.9% and 51%, respectively, while its memory occupation is reduced by 88.3%. Additionally, the detection speed has been accelerated by 14 frames/s, which considerably simplifies its operation on edge devices while maintaining a minimal degree of accuracy. Subsequent work will concentrate on the implementation of the model on edge devices, with the objective of enhancing the model’s detection capabilities in complex airspace and special scenarios.



Surface litter has a more complex background and is susceptible to weather. The semi-floating trash and the refraction of the water surface can affect the computer’s vision. This is the limitation of this model. In the future, high-resolution drones, satellite imagery, and underwater sensors will be capable of monitoring and identifying the type and location of surface debris in real time. The model presented in this paper, when combined with automated garbage sorting and tracking, can facilitate improvements in the accuracy and efficiency of cleanup work. The results of this research have the potential to enhance the quality of life for citizens by improving the living environment.
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Figure 1. YOLOv8 architecture diagram. 
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Figure 2. Schematic diagram of horizontal gradient extraction. 
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Figure 3. Schematic diagram of vertical gradient extraction. 
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Figure 4. WS-C2f modular structure. 
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Figure 5. Head structure. 
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Figure 6. SCDH-Detect structure. 
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Figure 7. PIoU loss function diagram. 
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Figure 8. Schematic diagram of pruning. 
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Figure 9. Selected samples of the dataset. 
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Figure 10. (a) Experiment A; (b) Experiment B; (c) Experiment C. 
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Figure 11. Comparison of the number of channels before and after pruning. 
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Figure 12. (a) SS-YOLOv8n heat map. (b) YOLOv8n heat map. (c) YOLOv8-ghost heat map. (d) YOLOv8-mobilentv4 heat map. 
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Table 1. Experimental environment configuration.






Table 1. Experimental environment configuration.





	Name
	Environmental Parameters





	operating system
	Windows 11 Chinese 64-bit



	graphics processor
	NVIDIA T100



	display memory
	16



	Python
	3.8



	frame
	PyTorch1.11










 





Table 2. Configuration of training parameters.
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	Parameter Name
	Parameter Value





	Mosaic
	1.0



	Weight decay
	0.0005



	Batch size
	8



	Epochs
	150



	Momentum
	0.937



	Learning rate
	0.01










 





Table 3. The key parameters of the Jetson Nano b01.
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	Name
	Parameter Value





	GPU
	128-core Maxwell



	CPU
	4-core ARM@A57@1.43 GHz



	Display Memory
	4 GB 64-bit LPDDR4



	Link (on a website)
	Gigabit Ethernet



	Sizes
	   100   m m × 80   m m × 29   m m   










 





Table 4. Ablation experiments.
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	Baseline
	A
	B
	C
	D





	WS-C2f
	
	   √   
	   √   
	   √   
	   √   



	SCDH
	
	
	   √   
	   √   
	   √   



	PIoU2
	
	
	
	   √   
	   √   



	Slimming
	
	
	
	
	   √   



	mAP50/%
	0.778
	0.781
	0.793
	0.801
	0.799



	mAP50–95/%
	0.504
	0.505
	0.494
	0.511
	0.51



	Params/M
	3,007,208
	2,852,312
	2,208,075
	2,208,075
	739,851



	GFLOPs/G
	8.1
	7.7
	6.2
	6.2
	3.1



	Size/MB
	6.0
	5.7
	5.1
	4.8
	2.3



	Latency/ms
	0.90
	1.07
	0.95
	0.94
	0.77



	FPS
	112.5
	94.3
	105.5
	105.9
	128.9










 





Table 5. Comparison of results of different loss functions.
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	Loss Function
	P
	R
	mAP50
	mAP50–90





	CIoU
	0.797
	0.758
	0.78
	0.496



	EIoU
	0.759
	0.732
	0.777
	0.504



	WIoU
	0.789
	0.72
	0.791
	0.498



	PIoU
	0.757
	0.733
	0.795
	0.487



	PIoU2
	0.827
	0.683
	0.801
	0.511



	Wise- PIoU2
	0.795
	0.758
	0.788
	0.499



	Wise-Inner- PIoU2
	0.734
	0.771
	0.777
	0.494










 





Table 6. Comparison of results of different pruning methods.
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	Pruning Method
	Size/M
	mAP50
	mAP50–95
	Flops/G
	Parameters





	Base
	6.0
	0.778
	0.504
	8.1
	3,007,208



	Lamp
	2.8
	0.787
	0.501
	3.5
	1,066,213



	Slimming
	2.8
	0.805
	0.513
	3.5
	1,066,213



	Group-norm
	2.8
	0.787
	0.501
	3.5
	1,066,213










 





Table 7. Comparison of results with and without global pruning turned on.
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	Pruning Method
	Global-Prune
	Size/M
	mAP50
	mAP50–95
	Flops/G
	Parameters





	Base
	
	4.8
	0.801
	0.511
	6.2
	2,208,075



	Slimming
	False
	2.8
	0.805
	0.513
	3.5
	1,066,213



	Slimming
	True
	1.7
	0.767
	0.488
	3.6
	528,281










 





Table 8. Comparison of results for different pruning rates.
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	Pruning Rate
	Global-Prune
	Size/M
	mAP50
	mAP50–95
	Flops/G
	Parameters





	Base
	
	4.8
	0.801
	0.511
	6.2
	2,208,075



	50%
	False
	2.8
	0.805
	0.513
	3.5
	1,066,213



	60%
	False
	2.3
	0.799
	0.51
	3.1
	879,473



	67%
	False
	2.1
	0.782
	0.485
	2.8
	739,851



	75%
	False
	1.7
	0.746
	0.461
	2.4
	538,124










 





Table 9. Comparative tests of different models.
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	Model
	Size/m
	mAP50
	mAP50–95
	Flops/G
	Parameters
	Latency/ms
	FPS





	YOLOv5n
	5.0
	0.764
	0.481
	7.1
	2,504,504
	0.86
	115.2



	YOLOv5s
	18.5
	0.776
	0.496
	23.8
	911,463
	1.9
	52.0



	YOLOv8n
	6.0
	0.778
	0.504
	8.1
	3,007,208
	0.90
	112.5



	YOLOv8s
	22
	0.779
	0.513
	28.5
	11,128,680
	2.18
	45.9



	YOLOv8-mobilentv4
	11.2
	0.734
	0.468
	22.5
	5,701,448
	1.2
	81.2



	YOLOv8-ghost
	3.6
	0.76
	0.493
	5.0
	1,715,636
	2.1
	118.4



	SS-YOLOv8n(ours)
	2.3
	0.799
	0.51
	3.1
	879,473
	0.77
	128.9
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