
Citation: Ma, S.; Meng, Z.; Cui, Y.;

Sha, G. A Bi-Objective Optimization

Strategy of a Distribution Network

Including a Distributed Energy

System Using Stepper Search. Appl.

Sci. 2024, 14, 9480. https://doi.org/

10.3390/app14209480

Academic Editor: Manuela Sechilariu

Received: 26 August 2024

Revised: 11 October 2024

Accepted: 14 October 2024

Published: 17 October 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

A Bi-Objective Optimization Strategy of a Distribution
Network Including a Distributed Energy System Using
Stepper Search
Suliang Ma 1,* , Zeqing Meng 1, Yilin Cui 2 and Guanglin Sha 3

1 School of Electrical and Control Engineering, North China University of Technology, Shijingshan District,
Beijing 100144, China; 15721627501@163.com

2 Shandong Electric Power Company Haiyang Power Supply Company, Haiyang 265100, China;
cyl_yilin_03@163.com

3 Distribution Technology Center, China Electric Power Research Institute, Haidian District,
Beijing 100192, China; guanglinsha@163.com

* Correspondence: msl13811581885@ncut.edu.cn

Abstract: The optimal scheduling of DES is to solve a multi-objective optimization problem (MOP)
with complex constraints. However, the potential contradiction between multiple optimization
objectives leads to the diversity of feasible solutions, which has a serious impact on the selection
of optimal scheduling strategies. Therefore, a stepper search optimization (SSO) method has been
proposed for a bi-objective optimization problem (BiOP). Firstly, a constrained single-objective
optimization problem (CSiOP) has been established to transform a BiOP and describe an accurate
pareto front curve. Then, based on the characteristics of pareto front, the rate of the pareto front is
analyzed by the SSO, and the best recommended solution of the BiOP is obtained. Finally, in the
IEEE 33 with a DES simulation, by comparing other methods, the SSO method can better control
the bi-objective optimization results to be 1–2.5 times as much as the optimal result under each
single optimization objective and avoid the imbalance between the two optimization objectives.
Additionally, the optimization speed of the SSO method is more than 10 times faster than that of the
non-dominated sorting genetic algorithm (NSGA). Further, the SSO method will provide a novel idea
for solving MOP.

Keywords: multi-energy system; bi-objective optimization problem (BiOP); stepper search optimization
(SSO); pareto front; tolerance control

1. Introduction

In modern power systems, power generation systems and power consumption units
with different characteristics have entered the power grid on a large scale, which puts
forward higher requirements for the power balance and stable operation of the power
grid [1]. In addition, under the premise of ensuring the stable operation of power supply,
transmission and consumption, the optimal scheduling of a distributed energy system
(DES) needs to take into account multiple objectives such as its economy and application
performance [2,3], but there are often contradictions between these objectives, which results
in a complex and difficult optimization process of scheduling strategies [4]. Therefore, how
to balance the conflicts between multiple optimization objectives and form a reasonable
optimal scheduling strategy is a key issue that restricts the further application of the
distributed energy system.

1.1. Literature Review

The optimal scheduling problem of a DES is a typical multi-objective optimization
problem (MOP) with constraints, characterized by the optimal control of various operating
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indexes under the constraints of the actual operating boundary of the system. Regarding the
solution of the MOP, some experts from various countries have carried out a large number
of studies [5–7]. In [8], a non-dominated sorting genetic algorithm (NSGA) is proposed to
achieve the optimization of operating costs, labor efficiency and the penalty cost of pollutant
gas emission in an integrated park scenario, obtaining an effective non-dominated solution
set. Reference [9], after applying an NSGA to obtain the set of non-dominated solutions,
proposes to utilize an approximate ideal solution sorting method to obtain scheduling
instructions including wind farm (WF), photovoltaic station (PV), battery energy storage
system (BESS) and load. Similarly, reference [10] evaluates the optimal capacity allocation
scheme of an energy storage system (ESS) from two aspects of balancing the reliability and
economy of the power grid by using the method of approximate ideal solution sorting.
Reference [11] combines the improved artificial bee colony (ABC) algorithm with the
entropy weight method to recommend an optimal allocation scheme for the energy storage
system. Reference [12] uses the genetic algorithm (GA) for a multi-objective optimization of
the three parameters in combined cycle power plants to determine and recommend optimal
values. The characteristic of these methods is to leverage the global optimization ability of
swarm intelligence optimization algorithms and, after obtaining numerous non-dominated
solutions, use evaluation methods to recommend the final result. The disadvantage of this
approach is that non-dominated solutions tend to be limited and few in number, while
recommended solutions are directly affected by different evaluation methods.

Another way to solve an MOP is to combine multiple optimization objectives into a
joint optimization objective, transforming it into a single-objective optimization problem
(SiOP), of which one of the most common ways is to combine multiple optimization ob-
jective functions using summation [13,14]. For example, in the economic optimization of
electric power, reference [15] equates the power loss to an operating cost and then sums it
with the economy of other operating units in the system to form an SiOP. Reference [16]
transforms the aging damage of the charging and discharging power process of the BESS
into the operating cost of the BESS, accomplishing the union of multiple optimization
objectives. References [17,18] equate the amount of discarded new energy as an economic
loss for electricity applications, transforming the problem of new energy consumption
into an optimization problem for economic objectives. Similarly, in references [19,20], an
economic benefit of the reserve power from the power generation unit has been established
to decide the operation status of the power grid and achieve the optimization of schedul-
ing strategies for multiple types of energy. Other than converting various optimization
objectives into the economic indicators mentioned above, some studies have achieved
the reasonable addition of multiple optimization objectives by eliminating the physical
meaning of each optimization objective function or allocating weights [21,22]. For example,
references [23,24] combine multiple optimization objective functions through a weight allo-
cation method, but the subjective weight values defined by users are easy to cause a lack of
objectivity. By analyzing the indicators from the application scenarios, references [25,26]
have assigned the objective function weight and completed the MOP transformation based
on the analytic hierarchy process and fuzzy theory, respectively. Although the above
method can simply and effectively transform the MOP into a constrained single-objective
optimization problem (CSiOP), there is a certain deviation in the economic equivalent
accuracy of the optimization objective. Additionally, the way of the weight allocation has
a great influence on the optimization results, and the current objective weight allocation
method is not perfect enough.

A summary of the above studies is listed in Table 1. Several comments are concerned.
(1) In a MOP, a solution set for multi-objective optimization problems can be obtained by
non-dominated swarm intelligence optimization, but selecting a recommended solution is
difficult. There are few studies exploring the pareto frontier morphology. (2) Few studies
implement or explore the pareto frontier morphology. (3) The method of transforming a
MOP into a CSiOP has been extensively studied, but there is often a lack of discussion on
the effectiveness of the transformation approach.
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Table 1. Relevant research review.
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System Components

Grid Number of Objective Functions Methodology
DG WF PV BESS Other
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1.2. Contributions and Paper Organization

Therefore, in the MOP exhibited by the optimal scheduling of a distributed energy
system, there are two key issues that need to be solved urgently. One is how to effectively
obtain a pareto front or a non-dominated solution set for multiple optimization objectives,
and the other is how to obtain a reasonable and unique recommended solution in the non-
dominated solution set. To solve the above problems, a bi-objective optimization method is
proposed based on stepper search optimization (SSO) from the perspective of pareto front
form and the changing rate. This has provided an effective and recommended solution
based on the transformation and the search of the bi-objective optimization problem (BiOP).
The main contributions of this paper are summarized as follows.

(1) The SSO method has transformed a BiOP into a CSiOP by changing the boundary
conditions. It can effectively describe the pareto front of the BiOP, which helps to
solve the problem of how to choose the recommended solution on the pareto front.

(2) For the first time, the SSO method adopts stepper search on the pareto front to
form the best-recommended solution of a BiOP based on the change rate of each
non-dominated solution, with a novel approach being provided for selecting the
recommended solution of a BiOP.

The organization of the manuscript is as follows. In the first section, the mathematical
model of a DES is established, including the constraints of the operation process and
two optimization objective functions. Then, the problems in the process of bi-objective
optimization are analyzed, and the analysis process and implementation flow of the SSO
method are shown. In the third section, based on the simulation example of IEEE 33 defined
by the Institute of Electrical and Electronics Engineers (IEEE), the SSO method is compared
and discussed with other methods. Finally, in the fourth section, the relevant conclusions
and future research directions of this paper are given.

2. Mathematical Model of Distribution Network
2.1. The Operation Constraints of Distribution Network

Figure 1 shows a DES under an IEEE 33 distribution network including two pho-
tovoltaic power stations, two wind power generation stations, distributed generation
(DG) and a BESS. It can be seen that there are multiple energy units scattered through-
out the IEEE 33 distribution network. The distributed photovoltaic and wind-power
generation stations provide green energy for the DES, while DG and ESS are used to
ensure the energy balance and economic of the DES. In the application of the DES, cer-
tain operation constraints should be guaranteed, including the interactions of power,
current and voltage among power nodes in the system, which conform to some basic
physical laws such as energy conservation and node voltage equations [27]. These con-
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straints for operation can be roughly divided into two categories, equality constraints and
inequality constraints.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 4 of 19 

and a BESS. It can be seen that there are multiple energy units scattered throughout the 131

IEEE 33 distribution network. The distributed photovoltaic and wind-power generation 132

stations provide green energy for the DES, while DG and ESS are used to ensure the en- 133

ergy balance and economic of the DES. In the application of the DES, certain operation 134

constraints should be guaranteed, including the interactions of power, current and voltage 135

among power nodes in the system, which conform to some basic physical laws such as 136

energy conservation and node voltage equations [27]. These constraints for operation can 137

be roughly divided into two categories, equality constraints and inequality constraints. 138

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

19 20 21

23 24 25

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

18
19 20 21

22 23 24

DG

Distributed generator

22

26 27 28 29 30 31 32 33

25
26 27 28 29 30 31 32

Photovoltaic power station Wind power station Battery energy storage system

139

Figure 1. The DES under the IEEE 33 distribution network. 140

Firstly, in the operation process of the DES mentioned above, the equation constraints 141

satisfied are the power-balance equation as shown in Equation (1). At time t, PDG,i(t), PESS,i(t) 142

and PNew,i(t) respectively represent the active power of the DG, ESS and new energy station 143

on the i-th power node. Additionally, QDG,i(t) and QESS,i(t) are the reactive power of the DG 144

and ESS. Similarly, the branch current and active and reactive power have been described 145

as Ii,j(t), Pi,j(t) and Qi,j(t), respectively. 146

           

         

b b

b b

DG, ESS, New, LOAD, , , ,
1 1

DG, ESS, LOAD, , , ,
1 1

N N

i i i i i j i j i j
j j

N N

i i i i j i j i j
j j

P t P t P t P t P t I t R

Q t Q t Q t Q t I t X

 

 


    



    

 

 
(1) 

where PLOAD,i(t) and QLOAD,i(t) are the active and reactive power of the load. Ri,j and Xi,j are 147 
the resistance and reactance between the j-th and the i-th power node. The number of 148 
power nodes is Nb. 149 

Then, Ohm’s law equation for each node in the power grid is considered as shown in 150 
Equation (2). Ui(t) is the voltage of the i-th power node. 151 

            2 2
, , , , , , ,2i j i j i j i j i j i j i j i jU t U t I t R X P t R Q t X         (2) 

Meanwhile, to balance the energy of the ESS during each typical day, Equation (3) 152

represents the relationship between the energy state of the ESS and the charging and dis- 153

charging power. At time t, the state of energy (SOE), the charge and discharge active 154

power of the ESS on the i-th power node are CSOE,i(t), P
 

ESS_c,i(t) and P
 

ESS_d,i(t). In a typical day, 155

the starting and ending SOEs of the ESS are CSOE,i(0) and CSOE,i(T). 156

         N
SOE, SOE, ESS_d, d, ESS_c, c, ESS,100i i i i i i iC t t C t P t P t t S        (3) 

where, on the i-th power node, the initial SOE, rated power, rated capacity and charging 157

and discharging efficiency of the ESS have been described as C
init 

SOE,i, P
N 

ESS,i, S
N 

ESS,i, ηc,i and ηd,i. 158

Equation (4) shows the energy balance relationship and initial state of charge in each 159

typical day. The starting and ending SOEs of the ESS are CSOE,i(0) and CSOE,i(T). 160

    init
SOE, SOE, SOE,0i i iC C T C  (4) 

The energy storage output power has been defined by Expression (5). 161

Figure 1. The DES under the IEEE 33 distribution network.

Firstly, in the operation process of the DES mentioned above, the equation constraints
satisfied are the power-balance equation as shown in Equation (1). At time t, PDG,i(t),
PESS,i(t) and PNew,i(t) respectively represent the active power of the DG, ESS and new
energy station on the i-th power node. Additionally, QDG,i(t) and QESS,i(t) are the reactive
power of the DG and ESS. Similarly, the branch current and active and reactive power have
been described as Ii,j(t), Pi,j(t) and Qi,j(t), respectively.

PDG,i(t) + PESS,i(t) + PNew,i(t)− PLOAD,i(t) =
Nb
∑

j=1
Pi,j(t)−

Nb
∑

j=1
Ii,j(t)Ri,j

QDG,i(t) + QESS,i(t)−QLOAD,i(t) =
Nb
∑

j=1
Qi,j(t)−

Nb
∑

j=1
Ii,j(t)Xi,j

(1)

where PLOAD,i(t) and QLOAD,i(t) are the active and reactive power of the load. Ri,j and Xi,j
are the resistance and reactance between the j-th and the i-th power node. The number of
power nodes is Nb.

Then, Ohm’s law equation for each node in the power grid is considered as shown in
Equation (2). Ui(t) is the voltage of the i-th power node.

Ui(t) = Uj(t) + Ii,j(t)×
(

R2
i,j + X2

i,j

)
− 2×

(
Pi,j(t)× Ri,j −Qi,j(t)× Xi,j

)
(2)

Meanwhile, to balance the energy of the ESS during each typical day, Equation (3)
represents the relationship between the energy state of the ESS and the charging and
discharging power. At time t, the state of energy (SOE), the charge and discharge active
power of the ESS on the i-th power node are CSOE,i(t), PESS_c,i(t) and PESS_d,i(t). In a typical
day, the starting and ending SOEs of the ESS are CSOE,i(0) and CSOE,i(T).

CSOE,i(t + ∆t) = CSOE,i(t)− (PESS_d,i(t)/ηd,i + PESS_c,i(t)× ηc,i)× ∆t× 100/SN
ESS,i (3)

where, on the i-th power node, the initial SOE, rated power, rated capacity and charg-
ing and discharging efficiency of the ESS have been described as Cinit

SOE,iP
N
ESS,i, SN

ESS,i, ηc,i
and ηd,i.

Equation (4) shows the energy balance relationship and initial state of charge in each
typical day. The starting and ending SOEs of the ESS are CSOE,i(0) and CSOE,i(T).

CSOE,i(0) = CSOE,i(T) = Cinit
SOE,i (4)

The energy storage output power has been defined by Expression (5).

PESS,i(t) = PESS_d,i(t) + PESS_c,i(t) (5)
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In addition to meeting the above equation constraints, the actual operation of the
distributed energy system needs to meet some inequality constraints [28,29]. Firstly, the
actual power must be less than or equal to its rated power for DG as shown in Inequality (6).
The maximum and minimum active power of the i-th DG are Pmin

DG,i and Pmax
DG,i, respectively.

Then, Qmin
DG,i and Qmax

DG,i are the maximum and minimum active power.{
Pmin

DG,i ≤ PDG,i(t) ≤ Pmax
DG,i

Qmin
DG,i ≤ QDG,i(t) ≤ Qmax

DG,i
(6)

Similarly, the Inequality (7) represents that the actual power is less than or equal to
its rated power for ESS, and the SOE range of the i-th ESS is [CL

SOE,i, CD
SOE,i]. At time t, the

binary variables indicating the charging and discharging statuses of the i-th ESS have been
defined by uc

i (t) and ud
i (t). They have limited the ability of the ESS to charge and discharge

energy at the same time.
0 ≤ PESS_d,i(t) ≤ ud

i (t)× PN
ESS,i

−uc
i (t)× PN

ESS,i(t) ≤ PESS_c,i(t) ≤ 0

uc
i (t) + ud

i (t) ≤ 1 uc
i (t) = 0or1 ud

i (t) = 0or1

CL
SOE,i ≤ CSOE,i(t) ≤ CU

SOE,i

(7)

In terms of new energy generation station, the output power must be less than or
equal to the maximum power that can be output from the new energy field station at the
current moment as shown in Inequality (8). The maximum active power of the i-th new
energy generation station has been described as Pref

New,i(t).

0 ≤ PNew,i(t) ≤ Pref
New,i(t) (8)

Meanwhile, considering the requirements of power grid operation, it is necessary to
limit the voltage of power grid nodes and branch currents, as shown in Inequality (9) where
the maximum value of the node voltage and the branch current have been defined as Umax
and Imax, respectively. The minimum value of the node voltage is Umin.{

Umin ≤ Ui(t) ≤ Umax
0 ≤ Ii,j(t) ≤ Imax

(9)

In addition to the above common inequality constraints, the distributed power supply
and energy storage system can output both active and reactive power, and the actual output
of active and reactive power shows a quadratic inequality relationship with the rated power
of DG and ESS, as shown in Inequality (10) where the rated power of the DG and ESS
on the i-th power node are SN

DG,i and PN
ESS,i, respectively. ||·||2 represents the 2-norm of

the vector. {∥∥PDG,i(t) QDG,i(t)
∥∥

2 ≤ SN
DG,i∥∥PESS,i(t) QESS,i(t)

∥∥
2 ≤ PN

ESS,i
(10)

The last class of inequality constraints derives from a relaxation process for nonlinear equal-
ity constraints, such as the i-th node power balance equation P2

i,j(t) + Q2
i,j(t) = Ii,j(t) × Ui(t).

This type of constraint exhibits the nonlinearity of the multiplication between the variables
Ii,j(t) and Ui(t), and this equation will be relaxed as a quadratic inequality form shown in
Inequality (11). ∥∥∥∥∥∥

2× Pi,j(t)
2×Qi,j(t)

Ii,j(t)−Ui(t)

∥∥∥∥∥∥
2

≤
(

Ii,j(t) + Ui(t)
)

(11)

The following can be seen from the above constraints: (1) The coupling relationship
between the components of a DES is significant, and the output of each subsystem will
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have a direct impact on the operating range of other subsystems. (2) The actual operation
of a DES contains a large number of equations, inequalities and quadratic constraints, and
the actual operating boundaries of the system are relatively complex. (3) There are many
discrete variables of type 0–1, such as uc

i and ud
i , and continuous variables in the constraints

forming a mixed variable optimization problem. The continuous variables have included
PDG,i, PESS,i, PNew,i, QDG,i, QESS,i, Ii,j, Pi,j, Qi,j, Ui, CSOE,i, PESS_c,i and PESS_d,i.

2.2. The Objective Function of Distribution Network

Section 2.1 shows the operational constraints of the DES, and this section will establish
the optimization objective function of the DES. There are many elements in a DES, and a
variety of different optimization objectives are established from the perspectives of grid
performance and economy, such as grid loss, node voltage deviation, new energy utilization
rate, system operating cost and so on. However, the SSO method in this paper is more
friendly for the BiOP. Therefore, this paper takes the two optimization objectives of grid
loss and system operating cost as examples to carry out the subsequent analysis. It should
be noted that these two objective functions are only listed for the purpose of illustrating
the methodology of this paper, which does not mean that the SSO method is limited to
optimizing the following functions.

(1) To reduce the power line loss of the DES, the first optimization objective function
J1 is established, as shown in Expression (12), and is a key index that effects the
transmission efficiency of the power grid.

min J1 = 1
2

T
∑

t=1

Nb
∑

i=1

Nb
∑

j=1

(
i2i,j(t)×

√
R2

i,j + X2
i,j

)
(12)

(2) To reduce the operating costs of the DES, the second optimization objective function
J2 is established including the cost of DG, ESS and the new energy generation station,
as shown in Expression (13), where SDG,i, SESS,i and SNew,i respectively represent the
electricity consumption of the i-th DG, ESS and new energy during time period ∆t.
SDG,i = PDG,I × ∆t, SESS,i = PESS,I × ∆t and SNew,i = PNew,I × ∆t. In this paper, ∆t = 1 h.
Then, where k1,I, k2,I and k3,i respectively represent the cost coefficient of DG [30,31],
¥/kWh2, ¥/kWh, ¥. Significantly, k1,i represents the cost coefficient of the square of
the active power of DG. Therefore, the unit of coefficient k1,i is ¥/kWh2. The levelized
cost coefficient of the ESS and the new energy generation station have been defined as
k4,i and k5,i, ¥/kWh.

min J2 =
T

∑
t=1

Nb

∑
i=1

(
k1,iS2

DG,i(t) + k2,iSDG,i(t) + k3,i + k4,iSESS,i(t) + k5,iSNew,i(t)
)

(13)

The following can be seen from the above optimization objectives: (1) The physical
dimensions of the two optimization objectives are different, so it is difficult to directly
compare and analyze the importance between them, and it is not convenient to transform
them into a single optimization objective by adding weights. (2) The two optimization
objectives are used to evaluate the two aspects of the operation of the DES and do not
have dominance, which means that the two optimization objective functions are equivalent
in the distributed energy system. (3) Both objective functions exhibit quadratic form,
which implies that the optimization and control of the DES is a multi-objective quadratic
planning problem.

3. The Problem and Solution of the BiOP
3.1. The Problem of the BiOP

The first section shows that the optimal control problem of the DES can be described as
a bi-objective quadratic programming problem with a large number of complex constraints.
This mathematical optimization problem can be described as Expressions (14) and (15),
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where X = [x1, x2, . . ., xm] is a vector composed of optimization variables xi, i = 1, 2, . . ., m,
while f 1(X) and f 2(X) respectively represent two optimization objective functions, gk(X)
represents the k-th inequality constraint, hl(X) represents the l-th equality constraint
and xlb

i and xub
i respectively represent the lower and upper bounds of the optimization

variable xi.
minimize

X
F(X) = [ f1(X), f2(X)] (14)

Subject to


gk(X) ≤ 0, k = 1, 2, . . . , K
hl(X) ≤ 0, l = 1, 2, . . . , L

xlb
i ≤ xi ≤ xub

i , i = 1, 2, . . . , m
(15)

In a MOP, there is generally no solution to ensure that both optimization objectives
are the most global optimal. The way to solve such optimization problems is to use the
pareto optimization method to obtain a series of non-dominated solutions, and there is
no definite dominance relationship between different optimization solutions rather than a
global optimal solution. Figure 2 shows the results of analyzing pareto optimality using
two optimization objectives as examples.
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From Figure 2, it can be observed that if each objective is independently optimized,
a global optimum can be obtained. The points marked by these global optimum values
are defined as the optimal points in the multi-objective function space, such as point A in
the figure. However, this optimal point is not achievable in multi-objective optimization
problems. Pareto optimization is used to obtain a series of non-dominated solutions that
form a convex surface in the space of multi-objective functions, which is the pareto front.
Obviously, it is difficult to choose the most reasonable solution among many non-dominated
solutions on the pareto front. However, it is worth thinking about in this paper that non-
dominated solutions on the pareto front, such as points B and C, show great differences
in their slopes df 1(X)/df 1(X)|X = XB or XC. In the neighborhood of point B, when f 1(X)
changes slightly, f 2(X) will change dramatically. In the neighborhood of point C, on the
contrary, when f 1(X) changes greatly, f 2(X) hardly changes. It is from this phenomenon
that this paper carries out a study from the perspective of the degree of the change of the
two optimization objective functions and proposes a bi-objective optimization method
based on stepper search to complete the problem of selecting the non-dominated solutions
on the pareto front.
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Based on the above analysis, it can be seen that the method proposed in this paper
needs to address the following two issues. (1) How to define the change in the slope of the
pareto front. (2) How to find the point with the largest slope change. It is very unfortunate
that pareto front parsing expressions cannot be built in the currently available methods,
and the above problems can only be solved by means of numerical analysis. Therefore, in
the SSO method, the most crucial part is to transform the description form of the BiOP, and
the transformed optimization problem is described as shown in Expression (16).

minimize J(X) = r2|r1 = c

Subject to


gk(X) ≤ 0, k = 1, 2, . . . , K
hl(X) ≤ 0, l = 1, 2, . . . , L
xlb

i ≤ xi ≤ xub
i , i = 1, 2, . . . , m

f1(X) ≤|min( f1(X))|r1 + min( f1(X))
f2(X) ≤|min( f2(X))|r2 + min( f2(X))

(16)

Expression (16) has introduced two optimization variables r1 and r2, which respec-
tively represent the deviation margins between the two optimization objectives and their
respective optimal values, and transforms the optimization problem described in Expres-
sion (14) into a constraint inequality. The optimization goal J(X) = r2|r1 = c means that the
problem of minimum optimization deviation margin r2 is solved under the condition of
r1 = c, where c represents a constant value that can be changed. Obviously, the optimization
result of Expression (16) will converge to min(J1(X)) when the parameter c→0, while the op-
timization result of Expression (16) will converge to min(J2(X)) when the parameter c→∞.
According to the optimization model described in Expression (16), when the parameter
c changes from 0 to ∞, the pareto front of the dual optimization objectives described in
Expressions (14) and (15) can be formed.

3.2. A Bi-Objective Optimization Method Based on SSO

According to the mathematical model described in Expression (14), this paper has
proposed a SSO method for solving the BiOP. Figure 3 shows the stepper search process of
the SSO method. Suppose the current search point is a, whose coordinates are obtained
by using the single-objective optimization model described in the interior-point method
optimization Expression (14) under the condition r1 = c, that is, point a = min(r2|r1 = c).
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2 (X) under the above r
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N 
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8. break;

9. else

Figure 3. Schematic diagram of the SSO method.
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Modifying the value of r1 in the direction of the objective function f 1(X) with a step
size ∆c, r1= r1 + ∆c, it can be seen that the point a will move to the point c,
min(r2|r1 = c + ∆c). At this point, if the absolute value of the change in the direction
of the objective function f 2(X) is greater than or equal to min(f 2(X)) × ∆c, which means
that the change in the optimization objective function f 2(X) is greater under the change in
the objective function f 1(X), then the point c will be the starting point of the next search. If
the absolute value of the change in the direction of the objective function f 2(X) is less than
min(f 2(X)) × ∆c, then this means that the change in the optimization objective function
f 2(X) is less than the change in the objective function f 1(X), and the search step should be
narrowed down (the dichotomy can be utilized to change ∆c), that is, r1 = r1 + 0.5 × ∆c.
Additionally, the SiOP described in Expression (14) is optimized once again by using
the interior point method, and point a will move to min(r2|r1 = c + 0.5 × ∆c) at point
b. Again, compare the amount of change in the optimization objective functions f 1(X)
and f 2(X). By continuously completing the above process, when the deviation value of
the variation of the optimization objective functions f 1(X) and f 2(X) is small or reaches
the set maximum number of iterative searches, the search process will be stopped, and
the result of the last search will be the final optimization result. Based on the stepper
search approach depicted in Figure 3, the pseudo-code of the SSO algorithm has been listed
in Algorithm 1.

Algorithm 1 Pseudo code of the SSO method.

Input: In the DES described in this article, the BiOP has been shown in mathematical relation
(1)~(13), and the mathematical model for transforming the BiOP of the DES is shown in
Expression (16). The initial step parameter ∆c and the deadline of stepper search are defined. The
deadline of the stepper search is the maximum number of iterations Nmax and stop threshold λ.
Assuming that the iteration N is 0,

1. Optimize two single optimization objective functions independently. The minimum value of
each optimization objective is min(J1(X)) and min(J2(X)), respectively;

2. rN
1 ←∆c optimize Expression (16), and min(rN

2 |rN
1 ) is obtained.

3. Calculate JN
1 (X) and JN

2 (X) under the above rN
1 and rN

2 condition,
4. While N < Nmax

5. rN+1
1 ←rN

1 + ∆c optimize Expression (16), and min(rN+1
2 |rN+1

1 ) is obtained.
6. Calculate JN+1

1 (X) and JN+1
2 (X) under the above rN+1

1 and rN+1
2 condition;

7. if abs(|JN+1
1 (X) − JN

1 (X)|/|min(J1(X))| − |JN+1
2 (X) − JN

2 (X)|/|min(J2(X))|) ≤ λ or
N > Nmax

8. break;
9. else
10. if |JN+1

1 (X) − JN
1 (X)|/|min(J1(X))| ≤ |JN+1

2 (X) − JN
2 (X)|/|min(J2(X))|

11. ∆c← ∆c;
12. N← N + 1;
13. else
14. N←N;
15. ∆c←∆c/2;
16. end
17. end
18. end
19. Output: (JN

1 (X), JN
2 (X)) and X under the rN

1 and rN
2 condition.

4. Case and Discussion
4.1. Case Condition

To analyze and validate the SSO methodology, this paper has carried out the analysis
based on the DES in the IEEE 33 distribution network as shown in Figure 1. And the lithium-
ion battery energy storage system has been adopted as the BESS in this paper. Table 2 has
represented the case parameters and condition of the power grid, DG, photovoltaic power
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station, wind power station and BESS. The computational environment of this example is
Matlab 2020a under Win10 system, the computer memory is 32 G, the CPU is Intel Core i7,
the main frequency is 2.3 GHz and the number of cores is 16. Figure 4 shows the power
curves of the power load and photovoltaic and wind power stations in a typical day system.
The time interval ∆t = 1 h, and the typical day T = 24 h.

Table 2. Parameters and conditions.

Case Parameter Numerical Value Case Parameter Numerical Value

Capacity of power grid 10 MVA Rated power of DG 10 MVA
Nominal voltage 12.66 kV Cost coefficient k1 of DG 40,000 ¥/kWh2

The voltage range ±10% Cost coefficient k2 of DG 650 ¥/kWh
The maximum branch current 456 A Cost coefficient k3 of DG 8 ¥

Charge/discharge efficiency of BESS 95%, 92% Rated power of photovoltaic at #6 node 4 MW
SOE range of BESS 90%, 10% Rated power of photovoltaic at #13 node 2 MW
Initial SOE of BESS 50% Levelized cost of photovoltaic 0.293 ¥/kWh

Rated power of BESS 3.3 MW Rated power of wind farm at #22 node 3 MW
Rated capacity of BESS 13.2 MWh Rated power of wind farm at #22 node 2 MW
Levelized cost of BESS 0.574 ¥/kWh Levelized cost of wind farm 0.3 ¥/kWh

Initial stepper parameter ∆c 0.1 The stop threshold λ 1 × 10−4Appl. Sci. 2024, 14, x FOR PEER REVIEW 11 of 19 
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Figure 4. Electricity generation and consumption curve from new energy stations and load under
typical day.

In Table 2 and Figure 4, it can be seen that the apparent power of the load is less
than 10 MVA, and the total rated power of new energy stations is greater than 10 MVA.
Additionally, the apparent power of the load is much greater than the actual maximum
output power of the new energy stations at 5–11 h and 16–24 h, respectively. It means that
there is an imbalance between power supply and consumption in the distribution network
system and a reasonable control of BESS and DG is necessary.

Meanwhile, this paper compares the SSO method with other common multi-objective
optimization methods. Method 1 is an equal-weight summation method, method 2 is
a Euclidean distance minimization method, and the optimization objective functions
are shown in Expressions (17) and (18), respectively. In addition, the constraint con-
ditions for method 1 are shown in Expression (15), and the constraint conditions for
method 2 are shown in Expression (16). Further, as the method 3, the traditional NSGA
method combined with TOPSIS [9] has been used for a comparison of the proposed
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methods. The maximum iterative number is 30, and the number of individuals is 20 in
the population.

minimize J(X) =
J1(X)

|min(J1(X))| +
J2(X)

|min(J2(X))| (17)

minimize J(X) = r2
1 + r2

2 (18)

4.2. Result Analysis

With the above simulation parameters, a single objective optimization is performed
based on the two objective functions of the DES mathematical model described in
Section 1 to obtain the minimum values min(J1) = 0.0294 and min(J2) = 11,584.32. Table 3
demonstrates the comparison of the two objective function values under optimization
with a single objective, method 1, method 2, and the SSO method. Figure 5 shows the
optimization results under three different methods and the stepper search process of the
SSO method. Figure 6 shows the differences of the optimization scheduling results between
three different methods from four perspectives: distributed power, new energy generation
power stations, energy storage system and grid node voltage.
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Table 3. J1 and J2 values under different methods.

min J1 min J2 Method 1 Method 2 Method 3 SSO Method

J1/|min(J1)| 1 140.7114 114.7497 1.5586 81.4999 1.5141
J2/|min(J2)| 7.7836 1 1.0248 2.3756 1.0637 2.4047

Computing time 18.44 s 18.67 s 21.94 s 26.22 s 3907.16 s 280.44 s

Table 3 presents the following: (1) Optimizing with a single objective guarantees
that the results obtained will be optimal for that metric, but the other metric will be so
far from the optimal position that it will not be possible to balance the two optimization
objectives, and the results obtained will be very poor. (2) Compared to single-objective
optimization, the optimization result obtained by using method 1 and 3 increases only by
0.0248 and 0.0637 in the J2/min(J2) direction but decreases by 25.9617 and 59.2115 in the
J1/min(J1) direction, respectively. It means that the optimization result is better than the
single-objective optimization approach in terms of the whole system but still exhibits poorer
performance in the J1/min(J1) direction. (3) Compared to method 1, although method 2



Appl. Sci. 2024, 14, 9480 12 of 19

and the SSO method decrease by 1.3508 and 1.3799, respectively, in the J2/min(J2) direction,
they increase by 113.1911 and 113.2356, respectively, in the J1/min(J1) direction, improving
approximately 80 times. It means that the scheduling strategies based on these two methods
will be more conducive to the overall performance of the system. (4) Compared to method
2, the SSO method decreases by 0.0291 in the J2/min(J2) direction and increases by 0.0445 in
the J1/min(J1) direction. Although this numerical change is small, it achieves approximately
1.5 times the benefit, which means that the SSO method is slightly better than method 2.
(5) In terms of solving time, the proposed method is superior to method 3 and reduces the
solution time by more than 10 times, but it is inferior to other methods. The reason for the
above results is that the proposed method and method 3 have iterative processes, and there
are more iterations required in method 3.
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Figure 6. Comparison results of operational performance of different distribution network methods.

Figure 5 shows the distribution characteristics of different methods on the pareto front
and the stepper search process of the SSO method in the coordinate system composed of
(J1/|min(J1)|, J2/|min(J2)|). From the figure, it can be observed that (1) the two opti-
mization objectives show significant contradiction, that is, as the value of one optimization
objective decreases, the value of the other optimization objective increases. (2) In the
coordinate system composed of (J1/|min(J1)|, J2/|min(J2)|), the pareto front shows two
parts with significant slope differences, namely, the AB section and BC section. In the AB
section, as J1 slowly increases, J2 rapidly decreases, which means that by alleviating the
requirements for target J1, greater benefits can be obtained on target J2. On the other hand,
in the BC section, as J1 increases significantly, J2 slowly decreases, which means that the
substantial reduction of the requirements for the target J1 has limited improvement in the
direction of the target J2. Therefore, the optimization results of method 1 and 3 are located
in the BC section and are far from point B, which is bad for the whole system. Meanwhile,
the search results of both method 2 and the SSO method are close to point B, the point of
the slope mutation of the pareto front, which means that the results of these two methods
are better for the overall system. (3) The search process of the SSO method takes ∆c = 0.1



Appl. Sci. 2024, 14, 9480 14 of 19

as the step, and, after updating five times, it gradually decreases for three times, resulting
in ∆c = 0.0125, and then abs(J1/|min(J1)| − J2/|min(J2)|) < λ is searched. This implies
that the stepper search method proposed in this paper is effective and can search for the
recommended solution quickly.

From the operating curves of the DG presented in Figure 6a, the curves of method 2
and the SSO method are basically the same, and the trend of the output power during a
typical day is basically consistent with the load power demand, whereas in method 1, in
order to significantly reduce power loss (optimization objective J1), the distributed power
supply continuously outputs a large amount of reactive power and reduces the active
power output. From the comparison of the operating curves from PV and wind power
generation system shown in Figure 6b, the actual power of wind power generation has
been well consumed based on the three scheduling strategies, but there is a phenomenon of
photovoltaic power abandonment in the application of method 1, which is concentrated in
the peak of PV power generation and the low valley of load power consumption between
12~15 h. Additionally, it can be seen that method 2 and the SSO method are better than
method 1. Figure 6c shows the output active power curve and energy state of the BESS.
Between 0:00 and 6:00, the BESS takes the initiative to charge and dissipate the wind
power generation that is larger than the load demand. Between 6:00 and 11:00, the load
active power is greater than the maximum output power of the new energy, and the
BESS discharges to support the load power demand. Between 11:00 and 16:00, due to
more photovoltaic power generation, the new energy generation is greater than the load
demand, and the BESS is reasonably charged again, ready to cope with the next decline in
photovoltaic power generation caused by the difference between the load power and the
new energy power supply. The BESS has solved the power balance problem and ensured
the economic operation of the DES. Figure 6d shows the voltage curves of each node from
the power grid at different times under different optimization methods. It can be seen that
compared with method 1, the voltage of each node from the power grid is close to 1.21 (the
square of 110% of the reference voltage) in the whole time period under method 2 and the
SSO method, thus reducing the line current and power loss.

4.3. Discussion

Firstly, this section discusses the influence of the step parameter ∆c of the SSO method
on the search stability and speed. Table 4 shows the calculation time and optimization
target value of the SSO method under the step parameter ∆c, and Figure 7 shows the change
process of the corresponding curve.

Table 4. Optimization results under different parameters ∆c using the SSO method.

∆c 0.02 0.03 0.05 0.08 0.1 0.15 0.18 0.2 0.25

Search time 688.67 442.67 358.85 325.88 280.44 309.58 316.85 330.09 263.99
J1/|min(J1)| 1.52 1.51 1.51 1.52 1.51 1.53 1.54 1.60 1.52
J2/|min(J2)| 2.40 2.40 2.40 2.40 2.40 2.40 2.38 2.37 2.40

Table 4 and Figure 7 show that (1) with the decrease in step parameter ∆c, the solution
time of the SSO method increases; especially when ∆c ≤ 0.03, the solution time almost
doubles. However, when the step parameter ∆c is large, ∆c ∈ [0.08,2.5], the solution time of
the SSO method fluctuates in a small range between 250~350 s. (2) With the decrease in
step parameter ∆c, the fluctuation ranges of J1/min(J1) and J2/min(J2) are 1.51~1.60 and
2.37~2.40, respectively. This means that the accuracy of the SSO method is insensitive to
the step parameter ∆c. Therefore, in the SSO method, a larger step size can be selected for
calculation by selecting the step parameter ∆c.
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Figure 7. Search time and optimization results under different parameter ∆c using the SSO method.

Then, to verify the applicability of the SSO method, this section establishes two
optimization objectives J3 and J4 from the aspects of node voltage and new energy station
in the DES, which are defined as shown in Expressions (19) and (20). At time t, the i-th node
voltage and the power have been defined as Vi(t) and PNew,i(t), respectively. The duration
of the typical day and the number of grid nodes have been set to T and Nb. The voltage
reference value is Vbase.

min J3 =
T

max
t=1

(
Nbmax
i=1

(
abs
(
V2

i (t)/V2
base − 1

)))
(19)

min J4 = −
T
∑

t=1

Nb
∑

i=1
(PNew,i(t)) (20)

Table 5 represents the comparison results under the dual objectives of (J1, J3) with
single-objective optimization, methods 1, 2 and 3 and the SSO method, respectively. Figure 8
shows the optimization results under four different methods and the stepper search process
of the SSO method.

Table 5. J1 and J3 values under different methods.

min J1 min J3 Method 1 Method 2 Method 3 SSO Method

J1/|(min(J1)| 1 65.9354 1.4879 1.5170 1.0161 1.5031
J3/|min(J3)| 78.7690 1 1.5731 1.5448 71.4381 1.5581

Computing time 18.44 s 18.61 s 17.34 s 21.42 s 7715.89 s 263.52 s

In Table 5, comparing the results of single-objective optimization, methods 1 and 2
and the SSO method can effectively balance the contradiction between the two objectives,
but method 3 is not. Method 3 focuses more on the objective function J1, resulting in an
excessive loss of J3. Obviously, it is not good. Compared to the other methods, using the
best results of each objective function as a baseline, methods 1 and 2 decrease by 0.4879 and
0.5170 in the J1/|min(J1)| direction and improve by 0.5731 and 0.5448 in the J3/|min(J3)|
direction. Then, the SSO method reduces 0.5031 in the J1/min(J1) direction and enhances
0.5581 in the J3/|min(J3)| direction. Apparently, the SSO method is more balanced. In
addition, the solving time of the proposed method is superior to method 3 and reduces the
solution time by about 30 times, but it is inferior to the other methods. This phenomenon
and its causes are consistent with Table 3.
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Figure 8 has represented the distribution characteristics of the different methods on the
pareto front and the stepper search process of the SSO method under the coordinate system
consisting of (J1/|min(J1)|, J3/|min(J3)|) and (J1/|min(J1)|, J4/|min(J4)|), respectively.
With the first optimization objective value decreasing, the second optimization objective
value rises. Further, the pareto front exhibits two components with significant differences
in the slope. However, the slope changes exhibited by the pareto front are different, which
means that if the above multiple objectives are comprehensively considered to form a
multi-objective optimization problem, the slope changes in different objective function
directions will be different.

Table 6 and Figure 9 exhibit the comparison results under the dual objectives of (J1, J4)
with single-objective optimization, methods 1, 2 and 3 and the SSO method, respectively.

Table 6. J1 and J4 values under different methods.

min J1 min J4 Method 1 Method 2 Method 3 SSO Method

J1/|(min(J1)| 1 49.5009 1.0906 1.1398 1.5947 1.1016
J4/|min(J4))| −0.5872 −1 −0.7795 −0.8228 −1.0000 −0.7900

Computing time 18.44 s 14.03 s 11.96 s 13.15 s 2251.62 s 109.45 s
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In Table 6, the optimization results from methods 1, 2 and 3 and the SSO method
have achieved effective balance in two objective function directions. It is different from
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Table 6. However, the results of the solving time are the same. Methods 1, 2 and 3
decrease by 0.0906, 0.13982 and 0.5947 in the J1/|min(J1)| direction and improve by 0.2205,
0.1772 and 0 in the J4/min(J4) direction. Then, the SSO method reduces 0.1016 in the
J1/|min(J1)| direction and enhances 0.21 in the J4/|min(J4)| direction. The above results
show that the SSO method can find equitable recommended solutions more consistently
than other methods.

Compared to Figures 5 and 8, the pareto front curve in Figure 9 has more stages
of slope variation. The optimization results of method 3 differ significantly from other
methods and is almost equivalent to the results of the single optimization objective J4. It
has caused an imbalance between the two optimization objectives’ functions. Then, the
result of method 1 is at the intersection of two slopes. It means that the changes in the two
optimization objective functions will vary. Combining the values of Table 6, it can be seen
that the optimization effect of the SSO method is better. Additionally, based on the results
in Figures 5, 8 and 9, it can be seen that the SSO method can be applied to different forms
of pareto front format. The adaptability of the method is good.

5. Conclusions

In the optimization scheduling of the DES, the SSO method has been proposed. By
transforming a BiOP into a CSiOP, the pareto front of the BiOP is accurately depicted, and,
according to the changing characteristics of the pareto front, the stepper search method is
introduced to solve the problem of the difficulty of choosing among many feasible solutions
in the MOP, obtaining a more reasonable and unique recommended solution and effectively
balancing the contradiction between two optimization objectives. Furthermore, the SSO
method has fewer parameters, and the parameters have less impact on the accuracy of the
optimization results. The method is also highly stable. Additionally, when facing different
bi-objective optimization problems, the SSO method can search for excellent recommended
solutions and show good adaptability to bi-objective optimization problems.

At present, the limitation of this study is that the proposed method can only be
applied to bi-objective optimization problems. Therefore, expanding the application of
the SSO method to more optimization objective problems is the focus of future research.
In addition, the diversity of pareto frontier morphology changes will be the core link of
subsequent research.
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