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Abstract: In a power grid with multiple two-state loads, the total power can vary over a significant
range. This results in the inability to supply this system from a low-power source. The solution is an
algorithm that shapes energy demand depending on its availability. For this purpose, a new load
distribution method is proposed based on introducing a buffer between the temperature controller
output and the heater and filtering the load using a master Proportional–Integral (PI) controller. The
aim of the work was to evaluate the quality of the developed algorithm for limiting power peaks in
the power grid. The research was conducted on a model of the Creep Test Laboratory with 389 heaters
simulated in MATLAB Simulink R2023b. The algorithm was tested with various settings of the master
controller parameters. By experimentally adjusting these parameters, a ten-fold reduction in peak
power was achieved. The standard deviation for the L1 phase was reduced from 7.6 kW to 0.6 kW.
Similar results were obtained for phases L2 and L3. The tested control system tracked changes in the
average power value by changing the number of loads switched on and by frequency-modulating
the signal when the change was less than the power of a single load. It was demonstrated that the
controlled delayed switching of electrical loads can modify the shape of the total electric power
without affecting their operation. The proposed solution features a low computational complexity,
which allows its implementation in various systems.

Keywords: load shifting; power shortage; virtual energy storage (VES); scheduling; electric heating
load; creep test; off-grids; PI controller

1. Introduction

The energy transition and the related increase in the share of renewables in the energy
mix are leading to increasing discussions about abandoning the current energy model, in
which the electricity source has sufficient power to cover the needs of all consumers. This
model assumed that the power grid would always have the capacity to meet the needs of all
customers at any given time. This was easy to implement because energy was supplied to
the grid only from stable and predictable sources processing fossil fuels. The increase in the
share of renewable power on the grid has resulted in either a surplus or a shortage of energy
at constant load. A deficit of generated electricity causes temporary shortages in some areas.
However, a surplus of energy has the effect of raising the voltage in the electricity grid,
which can cause damage to electrical appliances. Temporary deficits in the availability of
energy are now compensated via cross-border exchanges. Similarly, this occurs in the case of
surpluses [1,2]. However, increasing the share of renewable sources in the energy grid also
in neighbouring countries generates the risk that these countries will not be able to receive
the surplus energy [3,4]. With a large percentage of energy coming from photovoltaics
and wind farms, where these sources are highly dependent on weather conditions, this
situation can occur quite often. This results in the need to switch off part of the energy
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sources connected to the grid. Renewable energy sources are the most frequently shut
down [5–7]. This is due to the impossibility of rapidly shutting down large fossil fuel-based
power units. It is important to note that frequent shutdowns of large power units involve a
significant reduction in their operating time [8,9]. Fluctuations in the output of renewable
sources driven by changes in the weather destabilise the electricity grid. A solution to
this is the use of local energy storage units to receive surplus energy and compensate
for deficits. This is a proven solution but requires a relatively significant investment for
their implementation [10–13]. Another way to handle the problems related to changing
energy availability is to reverse the role of supplier-consumer. With this solution, the
energy supplier does not guarantee immediate availability but, depending on the situation
distributes the energy in such a way as to make optimal use of the available power at a
given time [14–17]. In this model, the energy consumer makes a request for power, while
the electricity grid manager decides when it will be supplied. The simplest form of this type
of communication between power source and receiver is implemented in the USB-C link
protocol, where the receiver communicates with the source to agree on how much power it
expects and how much power can be delivered to it from the power source [18,19]. With
the rapidly evolving infrastructure of the Internet of Things, a standard can be established
at which each device that is plugged into the network negotiates its needs and limitations
with the network manager. The way in which the master controller shapes the total power
supply will depend on the type and availability of the power sources connected to the
network [20–22]. A comprehensive review of control and estimation techniques used in
smart microgrids, such as linear, non-linear, robust, predictive, intelligent and adaptive,
can be found in [23].

In this paper, the problem of reducing power peaks occurring in a microgrid with many
loads is considered. A new load distribution method is proposed based on introducing
a buffer between the temperature controller output and the heater and filtering the load
using a master PI controller. The quality of the developed algorithm was tested on a model
of the Creep Test Laboratory with 389 heaters simulated in MATLAB Simulink R2023b.

2. Materials and Methods

The work focuses on solving a practical problem that occurs in a large Creep Test
Laboratory, which is a part of the Łukasiewicz Research Network—Upper Silesian Institute
of Technology in Gliwice, Poland.

2.1. Creep Test Laboratory

The laboratory consists of 89 single-sample creep test machines and four two-chamber
multi-sample creep test machines. As a result, nearly 900 samples can be tested simultane-
ously in the laboratory [24]. The single-sample creep test machines are shown in Figure 1a,
and the multi-sample creep test machines are shown in Figure 1b.
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The laboratory focuses mainly on the research of steel and metal alloys. The results of
the research are applied in the energy [25], petrochemical [26], and aerospace industries,
as well as in other industries where the material used is exposed to high stress and high
temperature [27]. Creep tests are conducted over a long period of time. The duration
of a single test can range from tens of hours to even decades. The test preparation and
conduct process is described in the standard Metallic materials—Uniaxial creep testing
in tension—Method of test (ISO 204:2023) [28]. In order to meet the requirements of the
standard, the laboratory has been completely automated. One of the requirements is to
conduct creep testing continuously. Due to this fact, the laboratory has been equipped with
a diesel generator to ensure the availability of electricity in the event of its loss in the mains.
The power of the generator was specified with some margin to match the power of the
laboratory, where all the creep test machines are running, and the air conditioning system
is in operation. The typical average load generated by the laboratory does not exceed
60 kW, while the rated power of the generator is 75 kW. This shows that the generator
has been selected with a reserve of approximately 25% of power [29]. These calculations
were carried out for average power values, not taking into account the number and type
of electricity loads connected to the grid. A creep test machine consists of two systems: a
heating system and a system responsible for generating a constant force. Thus, a typical
creep test machine consists of a furnace in which the test specimen is placed, a lever system
to which the test specimen is attached at one end, and a scale with weights at the other
end [30,31]. The cited standard ISO 204:2023 requires that the temperature along the length
of the test specimen and during the test is constant. The permissible temperature deviation
is ±3 ◦C for test temperatures below 600 ◦C. Due to such strict requirements, the furnaces
of single-sample creep test machines are built as a three-zone system, using three electric
heaters. Considering the number of machines used, the dimensions of the furnaces are
limited, which consequently limits the space for the heaters. The placement of the resistance
heaters in a small space, with the requirement to operate at high temperatures for long
periods of time while being powered by 230 V mains voltage, results in their power rating
being significantly higher than the typical power needed for the test. In the case under
consideration, the power of the single furnace heater of the three-zone creep test machine
is 1400 W, while the power of the lower heater, at a test temperature of 900 ◦C, does not
exceed 400 W. The multi-sample machines are equipped with sixteen heaters for each
heating chamber. There are 389 heaters connected to the electrical grid in the laboratory,
respectively: 143 for phase L1, 130 for phase L2, and 116 for phase L3. Switching on all the
heaters simultaneously would require a power source of 545 kW.

2.2. Heater Control

The instantaneous power characteristic for the power supply of the laboratory depends
on the type of temperature controller used in the machines and, more specifically, on the
type of actuator used. For continuous output controllers, where the power of the heater
is changed by varying the voltage applied to the heater, the power characteristic of the
laboratory is close to the average power and varies only slightly as a result of the controllers’
response to disturbances affecting the object [32]. The use of continuous output controllers
requires relatively expensive power amplifiers as actuators. The systems are also quite
unreliable due to their complexity. In practice, in industrial systems, controllers with
relay outputs are most commonly used for temperature control and SSR relays are used
as the actuator [33]. This solution was implemented in the Creep Test Laboratory. The
389 independent relay controllers with inertia [34] were used to implement temperature
stabilisation in the furnaces of the creep test machines. At the output of these controllers,
a two-state signal is provided. Since the controllers are realised as discrete and operate
with a sampling period of 200 ms, many times shorter than the values of the dominant
time constants of the furnaces of the creep test machines, they are seen by the system
as continuous PID controllers after filtering through the furnace. The use of this type
of controller, instead of a classical PID controller, was motivated by economic reasons.



Appl. Sci. 2024, 14, 9674 4 of 21

The creep test is supervised by an automatic system, which, on the hardware side, was
realised on the basis of SIEMENS S7-300 series programmable controllers. The standard
PID controller block has many functions and thus occupies quite considerable controller
resources [35]. Therefore, it was decided to choose a custom solution dedicated to the needs
of the laboratory; thus, a smaller number of controllers with fewer resources could be used.
Figure 2 shows a model of the two-position temperature controller used in the furnaces of
the creep test machines.
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Figure 2. Model of a relay controller with inertia applied to temperature control in furnaces of creep
test machines.

Placing in a single electrical network, 389 heaters of 1.4 kW independently controlled
by relay could generate power peaks with an amplitude of up to several hundred kW.
Therefore, several additional elements were used to reduce the occurrence of peaks in
the considered system. Each of the temperature controllers used has a power limiter at
its output, implemented in the form of a maximum heater-on time and by defining a
minimum time between heater activations. A maximum heater-on time of 1.2 s and a
minimum time between heater activations of 2.6 s were assumed. This corresponds to a
signal filling of approximately 32%, which equates to a power output of 442 W. In addition,
two independent synchronisation mechanisms were introduced to minimise power peaks:
one for single-sample machines and one for multi-sample machines. The synchronisation
mechanism for single-sample machines was constructed by placing the heaters in groups,
where the master controller only allows one heater to be switched on at a time. For multi-
sample machines, each chamber is considered an independent group. Only one heater can
be switched on within a given chamber. This solution has reduced the occurrence of power
peaks to around a maximum of 30 kW. Power variations at this level do not disrupt the
mains grid. They also do not generate large disturbances in this grid. The problem occurs
when the mains supply fails, and the laboratory switches to emergency power. In this case,
a power source with a rated output of 75 kW is loaded with a continuous output of around
50 kW and peaks of 30 kW. The large power peaks on top of a relatively high average
load value destabilise the speed controller of the diesel engine driving the alternator of the
generator unit, resulting in the failure to stabilise the basic parameters, i.e., voltage and
frequency, and consequently in an emergency shutdown of its. This is an unacceptable
situation, as in the absence of power supply to the heaters, and consequently the inability
to stabilise the temperature at a set level, an emergency shutdown of all ongoing tests
is required.
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2.3. The Problem of Reducing Power Peaks

There are at least several solutions to the presented problem, which can be divided
into hardware and software solutions. By hardware solutions, we mean all those activities
that require modifications to the existing infrastructure. Software solutions will be based
solely on software modifications in PLC controllers installed in the laboratory. Mixed
solutions can also be used. One example is the replacement of relay output controllers with
continuous output controllers, where interference with the software of the programmable
controllers is required, as well as the replacement of hardware components: cards with
digital outputs by cards with analogue outputs and SSR electronic relays by analogue
signal power amplifiers.

The hardware solutions for reducing power peaks also include reducing the power
rating of the heaters. Due to the limitations of the furnace design, this cannot be completed
by increasing the resistance of the heaters. Instead, the voltage supplied to the heater
can be reduced, which simultaneously involves a power reduction. Reducing twice the
voltage of a heater will result in a fourfold reduction in its power. This solution requires
the use of transformers, which would incur high costs, require a space to be arranged for
their installation, as well as the switching off of the power supply and the interruption
of ongoing tests. Another solution could be to replace the existing power generator with
another one with a much higher nominal power. Apart from the economic aspect, it should
be noted that diesel generators should not be operated at low loads in relation to their
nominal power [36]. A solution to filter power peaks at the power source side is the use of
local energy storage, e.g., in the form of capacitor banks [37,38]. This solution is commonly
used, for example, in electronic equipment, where a small capacitor is placed near the
power supply of a digital chip to provide a source of energy for the large current peaks
occurring when the digital gate transistors switch. Not placing capacitors near the power
supply connection to digital chips results in destabilisation of the source seen from the side
of that chip manifested by large voltage fluctuations [39].

Due to the need not to interrupt ongoing tests and, prospectively, to be able to adapt
the laboratory for efficient use of energy from photovoltaic panels, it was decided to conduct
research on software solutions. As creep tests are conducted in the laboratory, it is not
possible to research power peak limiting algorithms in this environment. Therefore, it was
decided to conduct research in the MATLAB Simulink simulation environment using the
developed model of the laboratory [40]. The Creep Test Laboratory model was built based
on models of creep test machine furnaces and control systems. The creep test machine
furnace’s models were developed by identification. An active identification experiment
was conducted to collect the required data, which were used to develop a linear model, then
completed with a static non-linearity correction [41]. The laboratory model was extended
with a data exchange mechanism between the functions operating as the master controller
and the functions processing the outputs of the temperature controllers. These are the
equivalent of data exchange between programmable controllers on a Profibus network.

2.4. The Proposed Algorithm

The software solution to the problem of the occurrence of large power peaks in the
electrical grid caused by unsynchronised switching on of a large number of heaters requires
the development of an algorithm that will enable their activation to be scheduled in such a
way as not to disturb the temperature control process in the creep test machine furnaces.
It was assumed that the implementation of delays sufficiently short in relation to the
dynamics of the furnaces would not significantly affect the temperature stabilisation on
them. Two temperature deviations from the set point are defined in the laboratory, which
triggers alarm states. A temperature rise of 0.5 ◦C above the set point generates a warning
in the system, while a temperature rise of 1.0 ◦C or more above the set point interrupts
the ongoing creep test. Considering that temperature disturbances not suppressed by
the control system are typically 0.2 ◦C, it was assumed that heater switch-on delays,
resulting from the operation of the power peaks minimisation algorithm, should not cause



Appl. Sci. 2024, 14, 9674 6 of 21

temperature changes greater than 0.3 ◦C. In order to determine the maximum delays that
can be inserted into the temperature control system of the furnace, an experiment was
carried out in which the furnace model of a single-sample creep test machine was excited
with a rectangular signal with constant filling while increasing its period. As a result, it was
determined experimentally that for a period equal to 35 s, the temperature did not exceed
the assumed deviations. The result of the experiment is shown in Figure 3. The value
obtained was corrected by the average time between heater activations, with a minimum
permissible temperature setpoint of 400 ◦C, in order to determine the permissible heater
activation delays. On this basis, it was determined that the controller signal could be
delayed up to 20 s while maintaining the assumed temperature deviations from the set
point. Taking into account that the dominant time constant for single-sample machines is
about 7200 s and for multi-sample machines it is about sixteen times higher, and that of
the two determined permissible delay times, the shorter one should be chosen for further
discussion, the experiment was not conducted for multi-sample machines.
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The developed algorithm for limiting power peaks occurring in the electrical grid
uses a similar mechanism to a hardware solution based on a capacitor bank as a filter and
energy storage at the same time [42]. Each temperature control system was extended with
a software buffer placed between the controller output and the actuator. During the time
the controller output is on, the buffer content is increased by one in the following sampling
periods. During the time the heater is activated, the buffer content is decreased by one in
the following sampling periods. The master algorithm decides when to turn on the heater.
If the average buffer fill remains constant over the experimentally determined period, it
can be expected that no exceedances of the permissible temperature deviations from the
setpoint will occur. The task of the master algorithm is to determine the number of heaters
to be switched on and then to select them. If the total power of the activated heaters is close
to the average value determined in a certain time window, it should be expected that peaks
will occur at most at the power level of a single heater. This effect is caused by quantised
power values generated in the system as a result of relay control. The flow of the power
through the buffers is shown in Figure 4.
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Figure 4. The flow of the power through the buffers.

The following notation is used here:

Ts—a sampling period of 200 ms used in the system under test;
ti = iTs—the i-th discrete time instant;
n—number of heaters;
uj(i) ∈ {0, 1}—the output of the controller of the heater j at a discrete time instant ti;
zj(i) ∈ {0, 1}—state of the relay activating heater j at a discrete time instant ti;

e—quantum of energy consumed by the switched on heater during the sampling period;
esp—buffered energy level set-point expressed as the number of quanta e;
k j(i)—number of units in the heater buffer j at discrete time instant ti;
m(i)—number of heaters switched on at a discrete time instant ti;
P(i)—power source load at a discrete time instant ti.

The equation for kj at time ti is as follows:

k j(i) = k j(i − 1) + uj(i)− zj(i − 1). (1)

In each time sample, the number l of buffers in which the level of stored energy is greater
than the assumed set level esp is determined. The number of heaters that should be switched
on indicates the level to which the system should move in a smooth way. By operating
on the number of machines being switched on instead of controlling them separately, this
difficult multidimensional problem is reduced to a one-dimensional system, where the
number of heaters to be switched on is determined by averaging the number of heaters
waiting to be switched on. Therefore, a simple Proportional–Integral (PI) controller has
been used, in which the input is a one-step prediction error of the number of machines to
be switched on, and the output is the number of machines that will be switched on at a
given time ti. The applied controller with an integral element smoothly follows the changes
by averaging the error signal er, thus not causing peak loads on the power source. The PI
controller equation is described by the following formula:

m(i) = K

(
er(i) +

Ts

Ti

i

∑
k=0

er(i)

)
, (2)

where
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er(i) = l(i)− m(i − 1) is a one step ahead prediction error;
l(i)—the number of buffers for which the level of stored energy is greater than esp;
K—controller gain;
Ti—integration time.

The presented controller can be interpreted as a low-pass filter of changes in the input
signal [43], which is the number of switched-on machines, causing a constant component
to appear at its output corresponding to the value of the average power used to heat the
machines. This component follows the average load of the electrical network as it changes
due to the disturbances affecting the system under study. The PI controller used in the
system operates as a low-pass filter for the power signal that should be used to maintain
the filling of the virtual energy buffers at a constant level. These buffers are connected
between the output of each of the furnace temperature controllers and the input of the
actuator. The filling of these is related to the amount of energy going into them from the
controllers and its release in the form of heater activation. Filling the virtual buffers at a
constant level means that energy is continuously transferred from the regulators to the
heaters. Maintaining the average filling of the buffers at a constant level allows the heater
activations to be shifted in time. In order to achieve temperature stabilisation at a set level,
the dynamics of the filter built on the PI controller should be chosen to match the dynamics
of the object, which is the furnace of the creep test machine.

The developed algorithm specifies the number of heaters to be switched on at time ti
but does not specify exactly which heaters should be switched on. Considering that the
number of heaters to be switched on is not the same as the number of buffers where the set
level esp has been exceeded, they cannot be selected in a random manner. It is logical to
first switch on those heaters for which the buffer is most full. However, adopting such a
selection criterion may result in the fact that heaters for which the controllers rarely switch
on the output will never heat. Therefore, the criterion for selecting a heater to switch on
was completed by examining the time elapsed since it was last switched on. This criterion
is the product of the buffer fill and the period of time that has elapsed since the related
heater was switched on:

Q =


k1(i) ∗ to f f 1(i)
k2(i) ∗ to f f 2(i)

...
kn(i) ∗ to f f n(i)

 (3)

where:

Q—a vector of coefficients based on which the heaters are selected for activation (priority
is given to the heaters with the highest coefficient values);
to f f j(i)—discrete time elapsed since the heater was last switched on.

The selection of the individual heaters to be switched on at time ti is then achieved by
picking m(i) successive maximum values from the vector Q according to the iterative algorithm:

∀g ∈ {1, 2, . . . , m} : ∃j : max(Q) > 0 ⇒ Q(j) = 0 ∧ H(j) = 1 (4)

where:

m—number of machines to be switched on;
Q—a vector of coefficients based on which the heaters are selected for activation;
H—vector defining the state of the heaters: 1 for on, 0 for off.

By selecting the maximum values from the vector Q, the filling of the buffers is
optimised [44] so that their value oscillates within a small range around the set value of
their filling, resulting in the minimum values of the power peaks occurring in the electrical
network. The flowchart of the algorithm is shown in Figure 5.
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3. Results

The proposed method was tested by simulation to assess the impact of the algorithm
parameter selection on its efficiency. Additionally, at first, it was checked how the system
behaves without load synchronisation. Testing was divided into several steps. In each of
them, the effect of changes in one parameter of the algorithm on the level of limiting power
peaks and temperature variation in the furnaces of the creep test machines was studied. A
flowchart of the research carried out is shown in Figure 6.
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3.1. Results Without Synchronisation

A simulation test was performed to examine the power waveform when the heaters
were activated without synchronisation. Unsynchronised switching of 389 heaters with
a power output of 1.4 kW each can generate a power peak of up to 545 kW. However,
due to the disturbances affecting the object, switching of the heaters is distributed in time,
so the total power of the system has a much smaller deviation from the average value.
Nevertheless, it is still unacceptable. Figure 7 shows the simulated power trend in the
absence of synchronisation between heater activations and the standard deviation σ, which
is a measure of the occurring power disturbances. In all simulation tests presented below,
the standard deviation was calculated for a time period of 50,000 s.
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Figure 7. Simulated power waveform in the creep test laboratory without synchronisation between
heater activations.
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As a comparison, the real power peaks measured in the Creep Test Laboratory using a
network quality meter Fluke 1738 are shown in Figure 8. The graph is shown as a waveform
of minimum and maximum values measured within a one-second period. The power peaks
in the real system are smaller. This is caused by appropriate software systems whose task
is to reduce them. They also contain an additional DC component due to the load on the
air conditioning system.
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The temperature fluctuations occurring for a representative PJ17 creep test machine
for the real (a) and simulated (b) systems are shown in Figure 9.
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object, (b) a model simulated in the MATLAB Simulink environment.

3.2. Tuning the PI Algorithm

Due to the limitation of the long simulation time of the creep test laboratory model,
the initial values of the PI controller parameters were found based on an analysis of the
frequency characteristics of the created low-pass filter. The parameters were chosen in such
a way that the dynamic of the filter was close to that of the linear part of the furnace model
of the single-sample creep test machine. Then, the quality of the control and the conditions
were checked for compliance with the permissible temperature deviations in the furnace
in running simulations of the creep test laboratory model. For PI controller parameters
of K = 0.01, Ti = 50 s, esp = 50, at steady state, with little disturbance, the system behaves
stably, and power peaks are at the level of switching on one heater. The temperature in the
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furnaces at steady state varied within 0.5 ◦C. However, for the heating state of the furnaces,
or a large power fluctuation caused, for example, by several furnaces shutting down,
the system became temporarily unstable. This is easily explained because the furnaces
of the creep test machines are non-linear objects and, consequently, their characteristics
differ significantly from those of the linear model whose characteristics were compared.
Therefore, the parameters were experimentally changed by reducing the pass bandwidth
of the filter. Testing in a simulation environment was carried out in order to determine
experimentally the optimal parameters of the designed algorithm, as well as to determine
the value of the margin around the optimal parameters, which does not cause a significant
increase in power peaks. The frequency characteristics of the linear model of the creep test
machine furnace and the low-pass filter are shown in Figure 10. The parameters of the
control algorithm, which are the starting point for further research, are presented in Table 1.
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Figure 10. Frequency characteristics of the zone 1 furnace model of a single-sample creep test machine
and the filter used in the power peaks limiting algorithm.

Table 1. Experimentally determined parameters of the algorithm limiting power peaks for the creep
test laboratory model.

Parameter Value

K 0.15
Ti 150
esp 50

Figure 11 shows the power waveforms for phases L1, L2, and L3 obtained for the
laboratory model and the parameters presented in Table 1. Regarding the waveforms for
non-synchronised control, a significant attenuation of the power peaks can be observed,
which confirms the efficiency of the applied algorithm. Due to the asymmetry of the
number of heaters connected to the particular phases, differences in damped peaks can be
noticed between them, however, they are not significant. Therefore, in the following part of
the article, due to the fact that the parameter changes give similar results for each phase,
the results will be presented only for phase L1.
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3.3. Selecting the Buffer Fill Level

Taking into account that the idea of the algorithm was based on the application of
buffers located between the output of the temperature controllers and the actuators, the
effect of changes in the nominal value of the buffer filling on the shape of the laboratory’s
power characteristic was first investigated. Figure 12 shows the graph of power variation
for a fixed buffer value esp of 1, 4, 50, and 200, and the determined standard deviation σ.
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Figure 12. Simulated power waveform of phase L1 of the algorithm limiting power peaks, with
different set values of the buffer fill level esp.

Figure 13 shows the temperature fluctuations occurring for a representative creep test
machine for buffer fill values esp = 50 and esp = 200.
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3.4. Testing the Impact of PI Controller Parameters

A similar investigation was carried out to observe the effect of different PI gain values
on the characteristics of the power waveform and its variance. The test was carried out
with the gain K varying from 0.0375 to 0.3. Figure 14 shows the power variation of the
tested system for four representative values of K.
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various gain values K in the PI controller.

Figure 15 shows the temperature fluctuations occurring for a representative creep test
machine for two extreme values of gain K of the PI controller.
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The effect of varying the integral time constant Ti for the PI controller on the character-
istic changes in system power was also investigated. The test was carried out for varying
the integration constant Ti in the range from 10 s to 800 s. The results of the test are shown
in Figure 16.
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different values of the integral time constant Ti in the applied PI controller.

Figure 17 shows the occurring temperature fluctuations for a representative creep test
machine for two extreme values of the integral time constant Ti.
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3.5. Phase Load Differences

The tested system differs in the number of heaters connected to each phase, 143 heaters
were connected to phase L1, 130 heaters to phase L2 and 116 heaters to phase L3. This means
that 23% more heaters were connected to phase L1 than to phase L3. Due to the occurrence
of asymmetry in the number of loads connected to the phases, it was checked whether the
power waveforms would have a similar shape for the same parameters. Differences in the
time characteristics of the power for particular phases were observed for large values of
the buffer fill level esp. The power versus time graphs for the three phases for esp = 100 are
shown in Figure 18. The graph shows that for phase L2, the power peaks are much higher
than for the others, which suggests that in this case, the parameter esp can be better selected.
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Figure 18. Simulated power waveform for the applied algorithm limiting power peaks at equal
parameters for all phases.

Through the selection of the esp parameter individually for each phase, the value of
phase L2 was sought to obtain the minimum value of power peaks. Figure 19 shows the
power characteristics where the esp parameter was selected as 50 for the L1 and L3 phases,
while for the phase L2, it was 8.
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3.6. Discussion

The study confirmed the effectiveness of the developed algorithm in suppressing
interference caused by asynchronous switching of electric heaters maintaining temperature
in creep test machines. In the applied solution, buffering of temperature controller outputs
has a significant impact on reducing power peaks occurring in the laboratory. In the absence
of buffering (the value of esp is 1), power peaks reached 20 kW, while the standard deviation
was 2.5 kW. Implementing the buffering of energy quanta at a relatively small level of esp = 4
reduces the standard deviation by almost four times, and the power peaks to about 4.2 kW.
Raising the buffer level esp to 50 improves the characteristic in order to achieve power
peaks corresponding to one or two heater activations, i.e., 1.4 or 2.8 kW. Also, small average
power changes can be observed on the characteristic in the form of frequency modulation
of the rectangular power signal with an amplitude of 1.4 kW, which corresponds to the
rated power of a single heater. Increasing the buffer fill level above 100 degrades the power
time waveform, and at an esp value of 200, the peak power reaches up to 16 kW. A large
value of the average buffer fill level results in excessive power averaging, reducing the
system’s ability to follow the changes in the average power value. This condition also has a
negative effect on the temperature stabilisation in the furnaces of the creep test machines,
as illustrated in Figure 13. On the basis of the tests carried out, the level esp = 50 was
determined, for which the quality of the power characteristics is best and for which the
best standard deviation of 0.6 kW was achieved. It was also observed that changes in the
buffer level value of the L1 phase between 15 and 85 do not significantly affect either the
standard deviation of the system power or the stabilised temperature in the furnaces.

Changes to the PI controller parameters also have a fundamental impact on the shape
of the power characteristic and the magnitude of the power peaks that occur. The PI
controller, working as a low-pass filter, is responsible for following the changes in the
average power value of the temperature controllers. Reducing the bandwidth too much
causes the system not to follow the changes in the average power, resulting in too fast
an emptying of the buffers and the occurrence of momentary oscillations of significant
amplitude when the average power changes too much. This phenomenon was observed
for very large values of the integral time constant Ti exceeding 800 s. On the other hand,
small values of Ti resulted in oscillations in the power characteristics, e.g., for a Ti of 10 s,
the peak-to-peak value of the oscillation was approximately 20 kW. These oscillations were
caused by the PI controller having too wide a bandwidth, which resulted in insufficiently
damped power peaks at its output caused by switching the heaters. The acceptable range
of the integral time constant Ti not resulting in power peaks being transferred to the system
output was from 50 s to 400 s. A value of Ti = 150 s was taken as the most suitable.
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The gain K of the PI controller also affects the characteristics of the low-pass filter.
Large gain values result in a direct transfer to the output occurring in the system power
peaks. In the analysed system, these changes were observed for K equal to 0.3. At low
values of gain K, the changes occurred at the level of one heater switch-on, while the system
was exposed to the possibility of occurrence of momentary destabilisations manifested
by the occurrence of single power peaks at the level of several kW. For the system under
consideration, the value of gain K for which single power peaks were observed was 0.0375.
The observed optimum value of gain K of the PI controller was 0.15, but its changes in the
range of 0.075 to 0.2 had no significant effect on the observed power waveform. The low
value of gain K caused larger temperature fluctuations in the creep test machine furnaces.

A discussion on the impact of changing the parameters of the peak-limiting algorithm
was conducted using a single-phase example. The considered object for which the research
was carried out uses a three-phase network, with single-phase electric heaters distributed
between three phases. A different number of heaters were connected to each phase. In
the conducted investigation, the power characteristics for each phase were compared,
assuming that the algorithm parameters for all phases were the same. It was observed
the influence of the buffer fill level value on the value of power peaks depending on the
number of connected heaters. For a buffer fill level value of esp = 100, the smallest power
peaks were observed in phase L1, to which the largest number of the heaters was connected.
The other phases were characterised by a much greater destabilisation of the power time
characteristics. This was also confirmed by the much larger standard deviation value
determined for phases L2 and L3. Additionally, the occurrence of oscillations with a rather
significant amplitude could be observed in phase L2. Depending on the number of heaters
connected to the phase, the operating point shifts and the range of stable operation of the
system narrows. By shifting the filling value of buffer esp from a value of 100 to a value of 8,
the system was stabilised, and the power peaks for phase L2 were reduced. The optimum
esp parameter value of 8 obtained for phase L2 is significantly lower than the optimum esp
value of 50 specified for phases L1 and L3.

4. Conclusions

The aim of the study was to verify in a simulation environment an algorithm for
limiting power peaks in an electrical grid in a multiple consumer two-position controlled
system. The study was carried out on a model of an existing Creep Test Laboratory, where
power peaks are caused by unsynchronised switching of 389 electric heaters. The presented
algorithm was tested in a multi-load system characterised by high thermal inertia, including
two types of energy consumers: furnaces of three-zone single-sample creep test machines
and two-chamber furnaces of multi-sample machines, whose dominant time constant was
about ten times greater. The parameters of the algorithm were adjusted to a smaller time
constant, assuming that the delays caused by the algorithm would not affect the loads with
a large time constant. This solution simplifies the master control system without using the
much higher energy storage potential of high inertia loads, and it was possible to achieve a
sufficient level of power peak suppression. As the algorithm does not distinguish between
types of energy storage, it can be applied to grids with connected loads characterised by
high thermal, electrical or mechanical inertia. The only condition is to ensure that the
parameters of the algorithm are adjusted so that the switch-on delays for the loads with the
shortest time constant do not cause the permissible deviations of the process variable to
be exceeded.

Another issue is the limitation of power peaks in systems containing both loads with
high inertia for the process variable and those with no or minimal energy storage capacity.
In this case, the reduction of power peaks will be limited to energy storage loads only. This
disadvantage for grids with mixed load types can be eliminated by developing and adding
an additional module that, based on knowledge of the switching on of non-inertial devices,
e.g., using predictive algorithms, will compensate the power peaks using the energy storage
created from loads with high inertia.
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The research demonstrated the effectiveness of the developed algorithm in systems
where the controlled objects are characterised by relatively large time constants compared
to the sampling period of the binary control signal. The authors also conducted research on
reducing power peaks using task scheduling techniques. The problem of limiting power
peaks was reduced to a task scheduling problem with a variable number of machines, and
then, using heuristics, it was simplified. In this case, the obtained standard deviations
were of the order of 0.5 kW, so similar or even slightly better than those presented in this
article, but temperature stabilisation of the furnaces was not achieved. The slightly better
suppression of power peaks was occupied by temperature changes in the furnaces of up to
several degrees Celsius. In addition, the computational complexity of the task scheduling
algorithm was significantly higher. The algorithm presented in this paper contained 20
lines of code in MATLAB. In comparison, the code of the task scheduling algorithm, after
introducing the simplification, contained almost 400 lines of code. Thus, it can be concluded
that for a system where the power does not change rapidly, the proposed algorithm based
on power averaging represents a compromise between suppressing power peaks and not
affecting the process variables of the connected loads. Because of its low computational
complexity, it can be implemented in large industrial installations as well as installations
using programmable controllers with low processor power.

The simplicity of the algorithm is due to its specific application in systems where
the average power generated by the load changes slowly, as is the case in this particular
installation. Obviously, this limits the application of the solution to a specific group of
systems, where control is reduced to the stabilisation of a process variable. However,
the idea itself is the beginning of a discussion on optimising the power of loads to gain
benefits by increased self-consumption from local renewable sources or by enabling off-grid
operation using the in-house power generator.

The resulting algorithm is a prelude to the development of algorithms that optimise
power consumption according to its availability, with no impact or an acceptable impact
on current process parameters. Implementing such algorithms in small installations is
not a problem. Extending the problem to all devices connected to the electrical grid will
require the implementation of specific communication standards as well as the expansion
of various levels of control.
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