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Abstract: Media profiling offers valuable insights to enhance the objectivity and reliability of news
coverage by providing comprehensive analysis, but the diversity in languages posed significant
challenges to our identification of factuality and political bias of non-English sources. The limitation
of existing media analysis research is its concentration on a singular high-resource language, and
it hardly extends to languages beyond English. To address this, we introduce xMP, a dataset for
zero-shot cross-lingual media profiling tasks. xMP’s cross-lingual test set encompasses 34 non-
English languages and 18 language families, extending media profiling beyond English resources and
allowing us to assess cross-lingual media profiling model performance. Additionally, we propose a
method, named R-KAT, to enhance the model’s zero-shot cross-lingual transfer learning capability by
building virtual multilingual embedding. Our experiments illustrate that our method improves the
transferability of models in cross-lingual media profiling tasks. Additionally, we further discuss the
performance of our method for different target languages. Our dataset and code are publicly available.

Keywords: media profiling; cross-lingual; factuality; political bias

1. Introduction

Media profiling stands at the forefront of media studies, offering critical insights
into the complexities of news sources in our global information landscape. As media
consumption transcends linguistic and national boundaries, there is an increasing demand
for multilingual media profiling tools [1]. However, the diversity of languages poses a
significant challenge to traditional, manual analysis methods. Verifiers operating primarily
in English often struggle to navigate language barriers, cultural differences, and distinct
national systems, making it difficult to accurately verify news from other countries. Con-
sequently, the need for automated cross-lingual media analysis has become apparent,
particularly for effectively addressing issues like political bias and the spread of misin-
formation [2,3]. In this context, our work introduces a potential solution by proposing a
cross-lingual media profiling dataset and model.

Existing research has shown that media bias plays a pivotal role in shaping public
opinion through mechanisms such as selective reporting, framing, and language use [4].
News selection criteria also influence how journalists choose which events to report, making
it essential to understand media priorities in different contexts [5,6]. Moreover, biases in
news coverage often lead to the underrepresentation of certain demographics and topics,
such as gender [7]. Factors like geographic location, political ideology, and commercial
interests further contribute to media bias [8–10], which can shape public perceptions
and influence election outcomes [11,12]. To analyze these biases, both qualitative and
quantitative methods—ranging from content analysis to keyword-based techniques—have
been employed [5,13]. However, existing studies predominantly focus on high-resource
languages [4,14–17], leaving a significant gap in the analysis of media from low-resource
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languages. News is produced globally, often in languages that lack extensive digital
resources, making cross-lingual media profiling both crucial and challenging.

In recent years, the development of media profiling datasets such as MBFC [18–21]
and NELA-GT [22–25] has advanced the field. These datasets typically focus on textual
features [18,19,26–28], audience homogeneity [19,29–31], and media outlet characteris-
tics [32–35]. Yet, they remain limited by their focus on high-resource languages, overlooking
the linguistic diversity necessary for global media analysis.

To meet this challenge, our proposed cross-lingual media analysis dataset and model
address this gap by extending bias and factuality assessments to low-resource languages
worldwide. Specifically, we present xMP, a cross-lingual evaluation dataset for media
profiling. xMP covers 242 media outlets and 117.3 K articles in 34 non-English languages
from 18 language families, providing comprehensive annotations for both factuality and
political bias. We also explore the effects of fine-grained versus coarse-grained labeling,
as well as the impact of linguistic differences on media profiling.

Despite advancements in deep learning-based media profiling, the field remains con-
strained by a reliance on high-resource language training datasets. Zero-shot cross-lingual
profiling offers a promising solution by enabling models to generalize across languages
that were not part of the training data. However, significant differences among languages
present ongoing challenges for cross-lingual transfer [36]. In response to these challenges,
we introduce R-KAT, a cross-lingual training method that does not require parallel corpora
or supervised data in low-resource languages. Our method employs multistep iterative
perturbations to construct a virtual multilingual news source embedding, followed by
regularization across both English and multilingual embeddings, thus improving the mul-
tilingual pretrained model’s cross-lingual transferability and enhancing performance in
both monolingual and cross-lingual media profiling tasks. Comprehensive experiments
show that while our method outperforms other baselines, zero-shot cross-lingual me-
dia profiling tasks still present challenges, particularly with political bias predictions for
certain languages.

The main contributions of this paper can be summarized as follows:

• To the best of our knowledge, we present xMP, the first evaluation dataset for media
profiling across 34 target languages. It adopts the fine-grained labeling setting that
has been analyzed to be more suitable for media profiling tasks.

• We introduce a more powerful training strategy based on virtual multilingual embed-
dings designed to enhance the model’s zero-shot cross-lingual transfer performance.
Experimental results indicate that this approach significantly improves the model’s
cross-lingual capabilities in media profiling tasks.

• We explore the correlation between linguistic similarity and the model’s cross-lingual
performance. Our findings reveal that the cross-lingual transfer ability of R-KAT-
based models is independent of language similarity, suggesting that our approach
can effectively generalize existing transformer-based media analysis models to very
dissimilar languages.

2. Related Work

In this section, we present the relevant datasets and methodologies for the media
profiling tasks, along with an introduction to zero-shot cross-lingual training.

Media Profiling Datasets and Methods. Pioneer studies in media profiling initially
focused on simple classifiers using features crafted from articles [37–39]. A significant
advancement was made by [18,19], who achieved notable advancements with the introduc-
tion of their inaugural large-scale media profiling dataset, MBFC. This dataset surpasses
previous ones by 1–2 orders of magnitude, marking significant progress in the field. MBFC
is designed to encompass two critical media analysis tasks: factual assessment and political
bias assessment. This dataset established a baseline by aggregating features from media
sites, social platforms, Wikipedia, and news articles, enabling the assessment of the relative
importance of these features in media evaluation. In contrast, Nørregaard et al. [22–25]
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introduced a substantial media evaluation dataset with regular updates. While featuring
fewer elements than MBFC2018, it specifically includes news articles and corresponding
tweets, spanning an entire year’s worth of news coverage. This dataset proves valuable for
tasks like weakly supervised fake news detection or news political bias detection. Notably,
these approaches often focus on content features, neglecting content-agnostic features.
Subsequent studies introduce new features such as infrastructure characteristics [32–35]
and audience homogeneity [19,40,41].

Recent research has concentrated on integrating audience homogeneity and graph
neural networks. Ref. [29] utilized information from the Alexa rank website to model
overlapping audience relationships across diverse media, a notable advancement. Simi-
larly, refs. [42,43] used heterogeneous graphs to depict relationships among media, users,
and news articles, employing relational inference operators to uncover potential inter-
actions. However, both approaches primarily focus on media profiling in high-resource
languages and do not consider the matching order between media and articles. Our goal is
to construct a dataset for evaluating cross-lingual capabilities in media profiling models by
collecting multilingual media and corresponding articles.

Zero-Shot Cross-Lingual Training. Pretrained multilingual models, such as XLM-
RoBERTa-Large (XLM-R) [44] and mBERT [45], show potential in zero-shot cross-lingual
tasks. Improving alignment across languages in a multilingual embedding space through
parallel corpora has proven effective [46–49]. However, this approach demands extensive
parallel corpora, incurring high data acquisition costs for low-resource languages [50]. Ad-
ditionally, inherent semantic differences among languages hinder perfect alignment. To en-
hance zero-shot cross-lingual performance, some studies explore training methods using
random smoothing, data augmentation, and perturbation in the training pipeline [51–53].
Inspired by previous work [54–61], we propose a training method for zero-shot cross-
lingual media profiling tasks, combining virtual multilingual embedding building and
language regularization strategies.

3. Dataset

We build xMP, a crossligual media profiling dataset which consists of 460 K articles
from 2862 news media sources with factuality and political bias labels, of which 117.3 K
articles from 242 media sources are in 34 non-English languages. In this section, we
introduce our data collection process, label settings, and analysis of xMP.

3.1. Data Collection

We describe our media outlets and label collection methods, as well as our article
collection and processing methods in this section.

3.1.1. Media Outlets and Label Collection

Similar to the CheckThat! 2023 [21,62] and MBFC datasets [18,19], we collect media
outlets in different languages and their factuality and political bias labels.

Firstly, we collect 5398 media outlets from MBFC to obtain a multilingual media outlets
list. We filter the list of possible multilingual media outlets by country, sifting out English-
only countries, which are the United States, the United Kingdom, Canada, and Australia,
and end up with 627 possible multilingual media outlets. Secondly, we use three language
detection methods to further filter the multilingual news media list, which are the tags of
HTML and two Python packages: langid (v1.1.6) (https://github.com/saffsd/langid.py,
accessed on 15 December 2023.) and langdetect (v1.0.9) (https://github.com/Mimino666
/langdetect, accessed on 15 December 2023.), and we find that HTML tags are the most
accurate. Thus, we utilize the HTML tags and obtain 123 multilingual media outlets.
After that, we expand the multilingual media outlets list by finding multilingual versions of
media outlets in the English media outlets list, and we finally obtain a multilingual media
outlets list containing 291 media outlets. The remaining English news media sites make up
our English media outlets list.

https://github.com/saffsd/langid.py
https://github.com/Mimino666/langdetect
https://github.com/Mimino666/langdetect
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In terms of labeling the articles, we used distant supervision based on the media outlet
labels from the MBFC website. This method assumes that the overall bias and factuality of
a media outlet reflect the articles published by that outlet, a practice commonly adopted in
prior research. Therefore, we directly applied the MBFC labels for factuality (ranging from
“Very Low” to “Very High”) and political bias (ranging from “Extreme Left” to “Extreme
Right”) to the articles collected from these outlets, without modifying this methodology.

3.1.2. Article Collection and Processing

We crawled data from each media outlet on the list obtained through the previous
process. Using the Newspaper3k(v0.2.8) (https://github.com/codelucas/newspaper, ac-
cessed on 15 December 2023), we extracted all URLs linked within the media outlets’
websites. We applied URL matching to exclude advertisements, as these links often point
outside of news websites. After filtering out suspected advertisements, we downloaded the
HTML files of the remaining news URLs. The BeautifulSoup library was then employed to
parse the HTML and extract the corresponding article titles, texts, image URLs, authors,
and publication dates.

However, due to anti-crawling measures on certain websites, we were unable to collect
content from them. As a result, our dataset comprises 242 multilingual news media outlets
and 2620 monolingual ones. Despite these limitations, we hope that, for academic purposes,
these sites may eventually offer open public interfaces to facilitate deeper research in
this area.

Our data are stored in JSON format. The JSON file of xMP contains the media outlet
URL and name, the factuality label, the political bias label, the language category, and the
country of origin for each media outlet. For each article, the JSON file includes the title,
content, image URLs, publication date, and the article URL. We believe the image URLs in
our dataset will enable future research into multimodal media profiling.

Given our focus on cross-lingual media profiling, we further split the dataset, as de-
tailed in Table 1. The English data were divided into training, validation, and test sets using
the standard 8:1:1 ratio. For the cross-lingual media profiling task, the multilingual data
were split into cross-lingual test sets, each evaluated separately based on language.

Table 1. Data split of our xMP. The first row shows the split size of media outlets and articles of
our English data. The second row shows the split size of media outlets and articles of our cross-
lingual data.

Dataset Train Val Test Total
Media Article Media Article Media Article Media Article

Monolingual (EN) 2096 350,844 262 50,207 262 48,194 2620 449,245
Multilingual – – – – 242 11,729 242 11,729

3.2. Label Settings

For each media outlet, we have two media profiling tasks for factuality and political
bias, so our data have two labels: “factuality” and “political bias”. In addition to that, we
have two label settings: fine-grained labels and coarse-grained labels.

3.2.1. Fine-Grained Labels

According to MBFC, a media source’s “Factuality” is rated on a 6-point scale from
“Very High” down to “Very Low”. It is based on the evaluation of the factuality of that news
media’s articles. “Political Bias” ratings are American-centric and include “Extreme Left”,
“Left”, “Left-Center”, “Least Biased”, “No Rated”, “Right-Center”, “Right”, and “Extreme
Right”. We found that media sources labeled “No Rated” publish articles that are not
politically relevant, so we merged them with “Least Biased”. Therefore, we have the
factuality label in 6 categories and the political bias label in 7 categories.

Table 2 shows the comparison between our xMP and previous datasets.

https://github.com/codelucas/newspaper
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It is worth noting that not all articles are politically biased. For example, although sports
news is less likely to reflect political bias than political topics in a single language, the op-
posite is often true in multiple languages. The media may be influenced by nationalism or
political system differences and show political bias. We did not choose a specific topic to
build the dataset because the previous English media bias dataset mostly collected news in
the political field. We hope to cover more languages and events to build a universal media
evaluation dataset.

Table 2. Summary of datasets of media profiling.

Dataset Factuality Political Bias Media Article Languages

MBFC-2018 3-point scale from MBFC 7-point scale from MBFC 1066 94.2 K 1
MBFC-2020 3-point scale from MBFC 3-point scale from MBFC 865 68.2 K 1

NELA-GT-2018
Multipoint scale from 8 different

assessment sites
Multipoint scale from 8 different

assessment sites 194 713 K 1

NELA-GT-2019
Multipoint scale from 7 different

assessment sites
Multipoint scale from 7 different

assessment sites 260 1.12 M 1

NELA-GT-2020 6-point scale from MBFC 10-point scale from MBFC 519 1.78 M 1
NELA-GT-2021 6-point scale from MBFC 10-point scale from MBFC 367 1.85 M 1
NELA-GT-2022 6-point scale from MBFC 10-point scale from MBFC 361 1.77 M 1

Check That! 2023 Task3 – 3-point scale from MBFC 1023 8.7 K 1
Check That! 2023 Task4 3-point scale from MBFC – 1189 10 K 1

xMP 6-point scale from MBFC 7-point scale from MBFC 2862 460 K 35

3.2.2. Coarse-Grained Labels

In order to be compatible with previous work, we propose a simplified version of
the labels. We perform a 3-point scale process for the two labels of xMP. For the factuality
label, we simplify the 6 labels into 3 labels: “Very High” and “High” are merged as “High”,
“Mostly Factual” and “Mixed” are merged as “Mixed”, and “Very Low” and “Low” are
merged as “Low”. For the political bias label, we simplify 7 labels into 3 labels: “Extreme
Right” and “Right” are merged as “Right”, “Right-Center”, “Least Biased” and “Left-Center”
are merged as “Center”, and “Extreme Left” and “Left” are merged as “Left”.

3.3. Data Analysis

The xMP dataset boasts a media source count that is at least 2.3 times larger than its
predecessor MBFC, accompanied by a substantial volume of articles. Although it does
not provide a complete year of report coverage akin to NELA-GT, ongoing updates are
planned until reaching that level. Notably, xMP surpasses other datasets with its inclusion
of 35 languages, as highlighted in Table 2.

Figure 1 shows the number of media outlets and articles by language in xMP, and we
have 2620 media outlets and 44,925 articles of English data, a much larger number than in
other languages. In the cross-lingual test dataset, French has the highest number of news
media with 29, Spanish has the highest number of articles with 14,593, some languages
such as Norwegian and Vietnamese have the lowest number of news media with only 2,
and Macedonian has the lowest number of articles, with only 12. Moreover, the number of
media outlets is often not proportional to the number of articles. For example, Persian only
has 8 media outlets, but its number of articles is more than that of French, which has the
largest number of media outlets, with 13,677 articles. This happens because some languages
have fewer resources and limited media reporting on the web, resulting in uneven output
rates. It proves that xMP is realistic and that data in some languages are difficult to access,
so cross-lingual tasks are appropriate and necessary, and we hope to access more data in
our future work. Appendix B shows the languages and corresponding language families.

The label distribution of xMP is shown in Figure 2, where we plot heat maps of the
label distribution of the multilingual data and the English data under two label settings.
In Figure 2a,b, the distributions of English data and multilingual data under fine-grained
labels are very similar by color and trend. In Figure 2c,d, the distributions differ between
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English data and multilingual data under the coarse-grained label setting, especially on the
label “Extreme Left” of political bias. English data and multilingual data are distributed
more closely under fine-grained labels, which is conducive to cross-lingual transfer tasks.
Media with a higher degree of extreme political bias are less factual, while media with
a more neutral political stance are more factual and, therefore, more trustworthy. This
correlation is also consistent with Baly et al.’s conclusion [27], which is in line with our
expectations and reality. The specific label distribution is shown in Appendix A. There are
more media outlets with factual labels of Mixed and High, and more media with political
bias labels of Least-Biased, Left-Center, and Right-Center in xMP.

Figure 1. Number of media outlets and articles in our cross-lingual test dataset.

Figure 2. Label distribution heat maps of xMP. (a,b) are, respectively, the distribution of English and
cross-lingual test datasets under the fine-grained label setting; (c,d) are, respectively, the distribution
of English data and multilingual data under the coarse-grained label setting. The color intensity in the
charts reflects the relative volume of media sources, with darker shades indicating a higher quantity.
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Although there are far more English resources than multilingual resources, it is not
enough to conduct media profiling only for English media. In today’s global intercom-
munication environment, media profiling for other languages should also be explored.
Therefore, we believe that the task of cross-lingual media profiling is significant.

4. The Proposed Method

This section outlines the media profiling tasks and details our proposed approach.

4.1. Problem Formulation

Following prior work [18,19,63], the media profiling tasks are divided into factuality
and political bias rating tasks. Given a set Ai = a1, a2, ..., aj representing all reported articles
of a news media outlet i, the corresponding label is denoted as yi. Our objective is to train a
media profiling predictor P, such that P(Ai) = ŷi ∼ yi.

4.2. R-KAT

We propose R-KAT, a training strategy for zero-shot cross-lingual media profiling.
R-KAT operates primarily during fine-tuning, where it constructs virtual multilingual
news source embeddings and regularizes both the multilingual and English embeddings.
The training objective is to find optimal parameters that minimize the classification er-
ror between virtual multilingual and English news sources. The min–max optimization
formulation is as follows:

min
L ∑

(Ai ,yi)∈D
L(P(Ai), P(Ai + δK), yi) (1)

where D is the dataset and yi is the ground-truth label. Ai denotes the input data, and δK
represents the difference between the English and other language contextual representa-
tions. L is the loss function. The perturbation δK is calculated as follows:

δK = δK−1 +
g(P(Ai + δK−1))

||g(P(Ai + δK−1))||2
(2)

where g(P(Ai)) is the gradient of the model with respect to the input Ai; when training
begins, δK=0 = 0. Each time, we use the inverse of the gradient as a perturbation to align the
English representation with the representation of the language with the largest difference.
After three iterations, the final perturbation δK=0 is generated.

Our approach simplifies the creation of virtual multilingual embeddings by directly
perturbing the embedding vectors, without altering the original text. Through successive
perturbations of the Transformer’s word embedding matrix, we generate challenging vir-
tual samples, enabling models trained on monolingual data to handle multilingual inputs.
For these virtual samples, we compute the corresponding losses using cross-entropy:

lossE = L(Ai, y) (3)

lossM = L(Ai + δK, y) (4)

After constructing the virtual multilingual samples, the model performs forward
passes on the original English samples and the virtual multilingual samples, respectively,
and calculates the classification losses lossE and lossM for each pass. In order to align
the media profiling classification effects of different languages, we minimize the bidirec-
tional KL divergence between the two output distributions. The regularization formula is
as follows:

lossKL =
1
2
[DKL(P(Ai)||P(Ai + δK)) + DKL(P(Ai + δK)||P(Ai))] (5)

The final loss for the input sample Ai is formulated as follows:
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losstotal =
1
2

α · (lossE + lossM) + β · lossKL (6)

where α and β are coefficient weights that balance the classification loss lossE, lossM, and
the KL divergence loss lossK L. The overall training objective is to minimize the total loss
losstotal . After calculating losstotal , the initial word embedding layer is reset, and final
backpropagation is performed.

5. Experiments

In this section, firstly, we introduce our baseline methods. Secondly, we describe the
experimental setup. Finally, we conduct experiments to answer the following research
questions (RQs):

• RQ1: How does label granularity impact the effectiveness of media profiling?
• RQ2: How effective is our media profiling approach, considering metrics such as

accuracy, F1 score, and MAE?
• RQ3: Can English-trained models effectively adapt to diverse languages, demonstrat-

ing efficacy in cross-lingual transfer learning for media profiling?

5.1. Baselines

To evaluate the effectiveness of different methods on xMP, we consider cross-lingual
transfer learning models based on XLM-R and mBERT trained with the following three
approaches:

• ADV [54,64–66] utilizes ϵ in the direction of gradient ascent to perturb the model’s
word embedding layer and generate strong adversarial samples.

• RS-RP [51] perturbs sentence embeddings with randomly sampled δ to smooth the
classifier and build robust multilingual model.

• RS-DA [51] augments training data with English synonym replacement to train a
smooth classifier and build robust multilingual model. In our setup, we doubled
the size of the original training dataset using RS-DA, i.e., we used RS-DA once for
each article.

5.2. Experiment Settings

We choose XLM-R [44] and mBERT [45] as our backbone models for all baselines, but in
reality, other models with word embedding layers are equally applicable to this approach.
XLM-R is a widely used pretrained language model for cross-lingual tasks, which we
implemented using Huggingface’s Transformer package. We freeze all layers in XLM-R
except for the word embedding layer and build a classifier consisting of an average pooling
layer and two fully connected layers. Our corresponding model is trained by fine-tuning
this classifier on a single task of media profiling. In addition, we use accuracy, F1-macro,
and MAE as evaluation metrics in our experiments for these two media profiling tasks.

We use a batch size of 8 and a learning rate of 2 × 10−5. Additionally, we set the
pretruncation and post-truncation values to 100 and 50, respectively. For cross-lingual
media profiling tasks, we designate English as the source language and the remaining
34 languages as the target languages.

For all methods except R-KAT, we do not set dropout to avoid inconsistency in training
and inference. For R-KAT, the dropout rate is 0.4, α = 0.1, and β = 0.5 in the monolingual
tasks, and the dropout rate is 0.4, α = 0.1, and β = 0.9 in the cross-lingual tasks. The number
of adversarial perturbations step K is set to 3.

We used a fixed random seed 42, and all code is run on a GPU, NVIDIA RTX 4090 24
GB, on the Autodl (https://www.autodl.com/home, accessed on 1 October 2023). platform.
AutoDL is a cloud-based platform that provides users with access to scalable GPU resources
for deep learning tasks. It is designed for researchers and developers who require robust
computational power for model training and deployment without the need to manage
physical infrastructure.

https://www.autodl.com/home
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5.3. RQ1: Label Granularity—Fine vs. Coarse?

In this section, we conducted an investigation into the selection of label granularity
within our dataset.

Initially, our approach involved training and testing models using both fine-grained
and coarse-grained media evaluation labels, denoted as Fine (6-class/7-class) and Coarse
(3-class) in the table, respectively. The coarse-grained labels represent a unified three-
class categorization. Subsequently, during training, we employed fine-grained labels
and implemented a rule-based methodology to transform fine-grained predictions on the
test set into coarse-grained counterparts, identified as Fine2Coarse (3-class) in the table.
The specific mapping distribution is meticulously documented in Table A1 within the
Appendix A.

As shown in Table 3, fine-tuning a model for coarse-grained media profiling exhibited
commendable performance, whereas fine-grained media profiling demonstrated subopti-
mal efficacy. Under the Fine2Coarse setting, mapping fine-grained predictions to a coarser
granularity resulted in performance inferior to models directly trained with coarse-grained
labels. The semantic relationships inherent in the labels guided the mapping relationships
between labels of different granularity. However, these mapping relationships inadequately
link the tasks of fine-grained and coarse-grained media profiling.

Table 3. Experimental results on the relationship between label granularity.

Label Granularity Factuality Political Bias
ACC F1-Macro MAE ACC F1-Macro MAE

Fine (6-class/7-class) 0.221 0.242 0.573 0.226 0.227 0.744

Coarse (3-class) 0.748 0.717 0.263 0.453 0.468 0.229
Fine2Coarse (3-class) 0.460 0.485 0.313 0.254 0.289 0.237

Based on our experimental findings, we posit that one of the contributing factors to
the suboptimal performance of existing media profiling models in real-world scenarios
is the misalignment between the granularity of existing dataset labels and the demands
of real-world environments. Consequently, we introduce the xMP fine-grained media
profiling dataset, tailored to more accurately capture the intricacies of real-world media
profiling scenarios.

5.4. RQ2: How Effective Is Our Approach?

In this section, we analyze the results of the performance of R-KAT compared to other
cross-lingual transfer methods.

Performance of the R-KAT

Table 4 presents the results of XLM-R with multiple training strategies on xMP. We
observed significant performance improvements in both monolingual and zero-shot cross-
lingual settings for both media profiling tasks. The optimal results are highlighted in bold,
while the suboptimal results are underlined.

Conducting media profiling tasks in a cross-lingual context poses significant challenges.
Compared to the monolingual setting, the mean absolute error (MAE) for media factuality
ratings increased by an average of 0.677. Meanwhile, the F1 score dropped by an average
of 0.085, and accuracy decreased by 0.155 on average in the zero-shot cross-lingual setting.
Similarly, for media political bias ratings, MAE increased by 0.489, the F1 score decreased
by 0.234, and accuracy dropped by an average of 0.326.

These results highlight the need for further research to improve the transfer of knowl-
edge from English-language media profiling to multilingual media profiling. Current
approaches face significant performance drops in cross-lingual scenarios, underscoring the
complexity of media profiling across different languages and cultural contexts.
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Table 4. The experimental results for media profiling tasks on xMP, encompassing both English and
zero-shot cross-lingual media profiling, are presented. Bold text denotes the best performance, while
underlined text signifies the second-best performance.

Model Monolingual (EN) Cross-Lingual
ACC F1-Macro MAE ACC F1-Macro MAE

Fa
ct

ua
lit

y XLM-R 0.241 0.244 0.695 0.177 0.206 1.330
+ADV 0.439 0.367 0.405 0.247 0.268 1.090

+RS-RP 0.467 0.381 0.477 0.243 0.260 1.154
+RS-DA 0.224 0.239 0.672 0.173 0.195 1.384
+R-KAT 0.544 0.437 0.385 0.302 0.315 1.062

Po
lit

ic
al

Bi
as XLM-R 0.223 0.214 0.779 0.137 0.180 0.985

+ADV 0.705 0.534 0.504 0.126 0.144 1.146
+RS-RP 0.575 0.557 0.603 0.186 0.201 1.114
+RS-DA 0.215 0.235 0.718 0.163 0.201 0.973
+R-KAT 0.740 0.571 0.508 0.214 0.214 1.337

Perturbation-based approaches, such as ADV, RS-RP, and R-KAT, consistently exhibit
superior performance in cross-lingual media profiling tasks. In one-step perturbation-
based training strategies for cross-lingual transfer learning, both ADV and RS-RP show
notable performance improvements. However, significant performance gaps remain when
compared to our training strategy, which is based on multistep perturbations.

The performance of these strategies, evaluated on mBERT, is presented in Table 5.
Our proposed R-KAT methodology consistently demonstrates substantial performance
gains across various frameworks and task configurations. As a comparative baseline,
RS-RP consistently outperforms ADV in cross-lingual transfer, delivering optimal or near-
optimal results across diverse scenarios. This trend aligns with the findings of previous
research [51].

While RS-DA has shown success in prior cross-lingual transfer learning studies, its
performance in our task fell short. We attribute this to the lack of diversity in RS-DA’s
sentence-level data augmentation, which hindered the construction of a robust multilingual
media profiling embedding space. This limitation compromised its effectiveness in cross-
lingual settings. Nonetheless, RS-DA may still be applicable for other cross-lingual media
analysis tasks. We recommend exploring article-level data augmentation tailored specifically
for cross-lingual transfer learning as a potential avenue for improving performance.

Table 5. The effectiveness of R-KAT on mBERT. Bold text denotes the best performance, while
underlined text signifies the second-best performance.

Model Monolingual (EN) Cross-Lingual
ACC F1-Macro MAE ACC F1-Macro MAE

Fa
ct

ua
lit

y mBERT 0.267 0.275 0.603 0.193 0.216 1.295
+ADV 0.451 0.423 0.508 0.184 0.210 1.365

+RS-RP 0.447 0.381 0.531 0.247 0.258 1.174
+RS-DA 0.316 0.314 0.645 0.208 0.228 1.189
+R-KAT 0.574 0.497 0.473 0.267 0.246 1.063

Po
lit

ic
al

Bi
as

mBERT 0.222 0.233 0.740 0.151 0.171 1.067
+ADV 0.413 0.426 0.607 0.188 0.200 1.062

+RS-RP 0.568 0.524 0.592 0.217 0.230 1.151
+RS-DA 0.582 0.490 0.645 0.205 0.220 1.209
+R-KAT 0.549 0.535 0.508 0.238 0.249 1.070

5.5. RQ3: Can English-Trained Models Effectively Adapt to Divergent Languages?

To address RQ3, we display the experimental results of our method on some languages
in Table 6.
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Table 6 presents the experimental results across specific languages using XLM-R
as the backbone, with the R-KAT training strategy applied. After incorporating R-KAT,
performance improvements were observed across nearly all languages on the evaluation
metrics. In the factuality assessment task, performance improved for all languages except
French. On average, MAE decreased by 0.331 (indicating improved performance), while
the F1 score and accuracy increased by 0.101 and 0.136, respectively.

Table 6. Experimental results of our model on some specific languages.

Language Language Family Factuality Political Bias
ACC F1-Macro MAE ACC F1-Macro MAE

XLM-R
en Indo-European (Germanic) 0.241 0.244 0.695 0.217 0.238 0.718
ar Afro-Asiatic (Center-Semitic) 0.218 0.225 1.118 0.167 0.150 0.941
de Indo-European (Germanic) 0.083 0.111 1.846 0.050 0.071 0.923
es Indo-European (Romance) 0.104 0.137 1.083 0.167 0.174 0.833
fr Indo-European (Romance) 0.103 0.136 1.276 0.146 0.173 0.724
nl Indo-European (Germanic) 0.136 0.176 1.455 0.080 0.107 0.909
ru Indo-European (Balto-Slavic) 0.046 0.075 1.769 0.129 0.122 1.077
tr Altaic (Turkic) 0.042 0.071 1.917 0.033 0.057 1.500

XLM-R + R-KAT
en Indo-European (Germanic) 0.449 0.376 0.412 0.628 0.600 0.531
ar Afro-Asiatic (Center-Semitic) 0.332 0.361 0.529 0.407 0.400 0.824
de Indo-European (Germanic) 0.343 0.354 1.077 0.333 0.162 1.308
es Indo-European (Romance) 0.198 0.230 0.833 0.346 0.238 1.417
fr Indo-European (Romance) 0.103 0.136 1.276 0.230 0.205 1.069
nl Indo-European (Germanic) 0.300 0.214 1.455 0.225 0.244 1.273
ru Indo-European (Balto-Slavic) 0.250 0.137 1.615 0.173 0.196 1.385
tr Altaic (Turkic) 0.186 0.171 1.417 0.190 0.197 2.000

For the political bias assessment task, accuracy and F1 score improved across all
languages, with average increases of 0.193 and 0.144. However, some languages showed
an increase in MAE, suggesting a decline in performance. As MAE is a comprehensive
measure—where lower values indicate better outcomes—it should be regarded as a primary
evaluation metric. The fact that some languages experienced increases in MAE despite
improvements in accuracy and F1 score highlights that fine-grained news media political
bias assessment in a cross-lingual context remains a significant challenge. This suggests that
improvements in accuracy and F1 score do not necessarily lead to better MAE performance.

According to our experimental results, while R-KAT enhances the model’s cross-
lingual transfer capabilities, we observed a decline in zero-shot transfer performance for
languages more similar to English, whereas performance improves for those that are more
different. This finding aligns closely with previous research [51] and suggests a possible
connection to the nature of perturbation-based cross-lingual methods, as it operates as a
language-independent approach.

Our approach focuses on constructing virtual multilingual text embeddings through
multistep perturbations, independent of language similarity, thereby enhancing overall
cross-lingual capabilities. This suggests that incorporating syntactic perturbations could fur-
ther improve zero-shot transfer performance. While methods utilizing parallel corpora can
enhance transfer capabilities for similar languages, our approach aims to boost performance
across a broader range of languages. Despite these advancements, overall performance
remains modest due to the inherent challenges of the task. We will continue to refine our
method in future work, as it represents a language-independent, cross-lingual approach.

In Table 6, we only select some languages with a large amount of data in xMP, because a
small amount of data in a language may affect the accuracy of the experimental results, so
we only discuss the languages with a relatively sufficient amount of data. In Appendix B,
we provide a detailed discussion on the data amount of each language in xMP. Although the
data amount of some languages is small, we still retain it in xMP; on the one hand, this will
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have higher requirements for the model, which is conducive to improving the cross-lingual
ability of the model. On the other hand, these data are also collected according to our
standard procedures and are consistent with reality.

6. Conclusions and Future Work

We propose xMP, the first cross-lingual evaluation dataset for media profiling tasks.
xMP is accessible in 35 languages and 18 language families, expanding the existing English
media profiling dataset in scale and language. In the studies of label granularity, we found
that fine-grained labeling would be better suited to the task of media analysis. To accom-
modate the need for the tasks of zero-shot cross-lingual media profiling, we propose a
multistep perturbation-based virtual multilingual news embedding approach as an addi-
tional baseline, and experimental results demonstrate that our training method improves
zero-shot cross-lingual transfer performance on media profiling tasks. Interestingly, we
found no obvious direct correlation between the target languages’ similarity to English and
zero-shot cross-linguistic mobility after adopting this approach. This preliminary result
could be attributed to the strategy of perturbations building.

In the future work, one potential extension is construct more sophisticated syntactic
perturbations to enhance cross-lingual media profiling, because the perturbation-based
cross-lingual approach presents properties that are inconsistent with the original approach.

7. Limitaion

We use political bias labels based on the US political system to categorize news from
other countries. This simplified approach is common in previous datasets, as manually
labeling the political stance of media in each country is challenging. Additionally, we
observed that some non-English media included translated English news, suggesting
possible consistency in bias.

Our labeling relies solely on MBFC for three main reasons: first, it is a recent, publicly
available, large-scale source evaluation label set; second, other agencies like NewsGuard
and Allsides do not offer free services; third, many previous media evaluations have utilized
MBFC’s factual and political bias labels, indicating their credibility. However, we recognize
that MBFC’s labels may not be entirely accurate, as they are primarily derived from labelers
in English-speaking countries, which can introduce biases. Furthermore, the evaluation
framework is based on the US political spectrum, which may not be applicable to all
countries. We aim to address these issues in the future.

Author Contributions: Conceptualization, C.L. (Chichen Lin) and Q.W.; methodology, C.L. (Chichen Lin);
software, C.L. (Chichen Lin); validation, C.L. (Chichen Lin); formal analysis, C.L. (Chichen Lin);
investigation, C.L. (Chichen Lin) and C.L. (Chenxin Li); resources, C.L. (Chichen Lin) and Q.W.; data
curation, C.L. (Chichen Lin) and J.X.; writing—original draft preparation, C.L. (Chichen Lin) and C.L.
(Chenxin Li); writing—review and editing, W.F. and Q.W.; visualization, C.L. (Chichen Lin) and C.L.
(Chenxin Li); supervision, Q.W. and Y.W.; project administration, Q.W. and Y.W.; funding acquisition,
Q.W. and Y.W. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Key Research and Development Program of
China (Grant number 2021YFF0901602) with funding from Qi Wang (10,000 RMB), the Fundamental
Research Funds for the Central Universities (Grant number CUC23ZDTJ005) with funding from Qi
Wang (10,000 RMB), and the High-quality and Cutting-edge Disciplines Construction Project for
Universities in Beijing (Internet Information, Communication University of China) with funding from
Yongbin Wang (20,000 RMB).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The dataset is available at https://zenodo.org/record/8340085, ac-
cessed on 24 October 2023. Our data should be used only for academic research. Using crawlers to
collect data may raise some ethical issues. Before crawling data, we checked the robots.txt file of the
target website to understand the restrictions and requirements of the website for crawlers. The news

https://zenodo.org/record/8340085


Appl. Sci. 2024, 14, 9837 13 of 17

data we crawled will be provided in a restricted access form, and the source and author of the news
will be accurately marked. We will ask users not to use these data for harmful purposes. If there are
sensitive data in the news, we will remove these parts.

Conflicts of Interest: The authors declare no conflicts of interest.

Appendix A. Label Distribution

Table A1 displays the specific number of English and multilingual news media in xMP
under the fine-grained political bias and factuality labels, as well as the number of them
mapped to the coarse-grained labels.

Table A1. Label distribution of xMP. Bold text denotes the best performance, while underlined text
signifies the second-best performance.

Label Fine-Grained Coarse-Grained

M
on

ol
in

gu
al

(E
N

)

Factuality

Very Low 143 Low 303Low 160

Mixed 956 Mixed 1122Mostly Factual 166

High 1147 High 1195Very High 48

Political Bias

Extreme Left 7 Left 334Left 265

Left-Center 441
Least Biased 1984Least Biased 723

Right Center 820

Right 243 Right 364Extreme Right 121

M
ul

ti
li

ng
ua

l

Factuality

Very Low 25 Low 54Low 29

Mixed 63 Mixed 97Mostly Factual 34

High 93 High 92Very High 0

Political Bias

Extreme Left 8 Left 11Left 3

Left-Center 48
Least Biased 188Least Biased 93

Right Center 57

Right 24 Right 44Extreme Right 20

Appendix B. Zero-Shot Cross-Lingual Experimental Results of Each Language

The specific results of the zero-shot cross-lingual media profiling tasks of our proposed
method on each language are shown in Table A2. We also list in the table the language
families to which each language belongs. Our method has different cross-lingual transfer
effects for different languages. It performs well in Hebrew and Serbian but performs poorly
in Danish, Norwegian, and Swedish. We speculate that this is related to the amount of
cross-lingual test datasets. Due to the small number of media in some languages, extreme
values appear in some results. However, for media with large amounts of data, cross-
lingual performance is more stable. Zero-shot cross-lingual media profiling tasks are still
challenging, as evidenced by our experimental results. We strive to obtain more data and
propose methods that make it easier for the model to learn more comprehensive and robust
cross-lingual transfer related knowledge in our future work.
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Table A2. Language-specific experimental results of our model on cross-lingual media profiling tasks.

Language Language Family Factuality Political Bias
ACC F1-Macro MAE ACC F1-Macro MAE

ar Afro-Asiatic (Center-Semitic) 0.332 0.361 0.529 0.407 0.400 0.824
bn Indo-European (Indo-Aryan) 1.000 1.000 0.000 0.000 0.000 3.000
da Indo-European (Germanic) 0.000 0.000 1.750 0.000 0.000 1.750
de Indo-European (Germanic) 0.343 0.354 1.077 0.333 0.162 1.308
el Indo-European (Greek) 0.000 0.000 2.333 0.333 0.333 1.000
es Indo-European (Romance) 0.198 0.230 0.833 0.346 0.238 1.417
fa Indo-European (Iranian) 0.422 0.440 0.625 0.438 0.350 0.875
fi Uralic 0.333 0.400 1.333 0.167 0.250 0.667
fr Indo-European (Romance) 0.103 0.136 1.276 0.230 0.205 1.069
he Afro-Asiatic (Northwest-Semitic) 1.000 1.000 0.000 1.000 1.000 0.000
hr Indo-European (Balto-Slavic) 0.250 0.333 1.500 0.000 0.000 3.000
hu Uralic 0.111 0.167 1.667 0.000 0.000 1.667
id Austronesian (Malayo-Polynesian) 0.444 0.389 0.750 0.083 0.125 1.000
it Indo-European (Romance) 0.111 0.143 1.300 0.150 0.124 1.400
ja Japonic 0.167 0.222 1.000 0.444 0.467 0.600
ko Koreanic 0.180 0.214 1.143 0.167 0.213 1.714
ku Indo-European (Indo-Iranian) 1.000 1.000 0.000 0.000 0.000 2.000
mk Indo-European (Balto-Slavic) 0.333 0.333 1.500 0.333 0.333 1.500
nl Indo-European (Germanic) 0.300 0.214 1.455 0.225 0.244 1.273
no Indo-European (Germanic) 0.000 0.000 2.500 0.000 0.000 2.500
pl Indo-European (Balto-Slavic) 0.125 0.167 2.000 0.000 0.000 2.333
pt Indo-European (Romance) 0.320 0.309 1.300 0.250 0.200 0.900
ro Indo-European (Romance) 0.190 0.242 0.714 0.056 0.095 1.143
ru Indo-European (Balto-Slavic) 0.250 0.137 1.615 0.173 0.196 1.385
sl Indo-European (Balto-Slavic) 0.000 0.000 1.000 0.333 0.333 1.500
sr Indo-European (Balto-Slavic) 1.000 1.000 0.000 1.000 1.000 0.000
sv Indo-European (Germanic) 0.000 0.000 2.000 0.000 0.000 1.143
sw Niger-congo (Atlantic-Congo) 0.000 0.000 1.500 0.250 0.333 0.500
th Sino-Tibetan (Kra-Dai) 1.000 1.000 0.000 0.000 0.000 1.500
tr Altaic (Turkic) 0.186 0.171 1.417 0.190 0.197 2.000
uk Indo-European (Balto-Slavic) 0.222 0.267 0.500 0.000 0.000 2.500
ur Indo-European (Indo-Aryan) 0.375 0.429 0.500 0.111 0.133 1.000
vi Austroasiatic (Vietic) 0.250 0.333 0.500 0.250 0.333 0.500
zh Sino-Tibetan (Sinitic) 0.031 0.045 1.545 0.233 0.213 1.818

Mean - 0.302 0.315 1.062 0.214 0.214 1.337
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