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Abstract: Emotion recognition by social robots is a serious challenge because sometimes people also
do not cope with it. It is important to use information about emotions from all possible sources:
facial expression, speech, or reactions occurring in the body. Therefore, a multimodal emotion
recognition system was introduced, which includes the indicated sources of information and deep
learning algorithms for emotion recognition. An important part of this system includes the speech
analysis module, which was decided to be divided into two tracks: speech and text. An additional
condition is the target language of communication, Polish, for which the number of datasets and
methods is very limited. The work shows that emotion recognition using a single source—text or
speech—can lead to low accuracy of the recognized emotion. It was therefore decided to compare
English and Polish datasets and the latest deep learning methods in speech emotion recognition
using Mel spectrograms. The most accurate LSTM models were evaluated on the English set and the
Polish nEMO set, demonstrating high efficiency of emotion recognition in the case of Polish data. The
conducted research is a key element in the development of a decision-making algorithm for several
emotion recognition modules in a multimodal system.

Keywords: speech emotion recognition; mel spectrogram; polish text emotion analysis; multimodal
emotion recogntion; social robots

1. Introduction

The diversity of the human individual has an impact on many aspects of our lives.
Biological, cultural, or national diversity, especially in the process of interpersonal com-
munication, creates problems in mutual understanding and expressing emotions. Starting
with the mundane problems of everyday life in relationships between partners or between
children and parents, we often make mistakes in understanding the expressiveness of
emotions and the behavior of the other person. Situations become more serious when, in
the face of experiencing a tragedy or falling into various traumas, we lose the ability to
express and, at the same time, understand human emotions. We even talk about a disease
called alexithymia [1]. It is obvious that in such situations we seek help from specialists,
but as we enter the digital world more and more, we also expect to understand contacts
with artificial intelligence software or futuristic robots, which are slowly becoming our
everyday life.

Social robotics, which aims to create robots capable of interacting naturally with
humans, is becoming increasingly advanced thanks to modern artificial intelligence tech-
nologies. One of the key elements of these interactions is emotion recognition, which
allows robots to better understand the needs and reactions of users. Recent advances in
artificial intelligence, especially in the field of deep learning and neural networks, have
significantly improved the ability to recognize emotions through multimodal approaches.
Such approaches integrate different data sources, such as images, sounds, and text, which
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allows for a more comprehensive understanding of emotions, taking into account facial
expressions, tone of voice, biomedical data, and analysis of the content of utterances [2].
Despite these advances, the challenges associated with recognizing emotions in Polish, both
in speech and text, remain significant [3]. AI models are often trained on English-language
resources [4,5], which leads to limited accuracy in the case of languages such as Polish,
where grammatical complexity and specific phonetic features can make analysis difficult.
A particular deficiency in the Polish context is the dearth of large, diverse datasets that
could be used to effectively train emotion recognition models. In the case of speech, these
challenges also include variability in accent, intonation, and dynamics of utterance, while
in texts, it is particularly difficult to analyze emotions hidden in the subtleties of syntax
and context.

The main objective of this work is to evaluate the latest and most precise deep learning
models for the problem of speech emotion analysis using Mel spectrograms on a dataset
based on the Polish language. The primary goal of this work is to show the differences in
emotion recognition in text and speech, and propose and implement a dual-track audio
module based on the indicated algorithms in a multimodal system for analyzing the
emotions of social robots. The system itself can become a specific tool for collecting data in
Polish for the problem of recognizing emotions in speech. Thanks to the feedback, in which
the user of this system assesses the correctness of the recognized emotion, it is possible to
create a rich set of data and these data for which emotions are not artificially induced.

2. Related Works
2.1. Social Robotics and Human-Robot Interaction

Social robotics has been around since the 1990s, when one of the first social robots
was created at MIT’s AI Lab [6]. Kismet was designed to engage in face-to-face social
interactions inspired by the exchanges between an infant and a caregiver. As social robotics
developed, the aforementioned concept of HRI (human–robot interaction) emerged. HRI is
a field concerned with the design, understanding, and evaluation of systems that include
robots and with which humans interact [7]. This field fits perfectly into the area of social
robots, which, thanks to a better understanding of human emotions, can constantly improve
and improve communication with people.

In recent years, with the development of artificial intelligence algorithms, the slow
stabilization of industrial robotics, and the demand for the use of robots in everyday life,
there has been a rapid development of social robotics. Social robotics has applications in
many areas, including healthcare [8], education [9], daily life management, and support
for the elderly [10]. These areas illustrate how social robots can positively impact various
aspects of people’s lives and support them in everyday tasks.

2.2. Speech and Text Emotion Recognition

The concept of basic emotions has evolved over time, with significant contributions
from psychologists such as Paul Ekman, who identified six basic emotions in the 1970s:
happiness, sadness, fear, anger, surprise, and disgust. This framework was influenced by
earlier theories, including William James and Carl Lange’s ideas about the physiological
basis of emotion and Charles Darwin’s work on emotional expressions as evolutionary
adaptations [11]. Over the years, researchers have expanded on these ideas, recognizing
the complexity of emotions and the role of cultural factors while also recognizing the im-
portance of these basic emotions as a basis for understanding human affective experiences.

Emotion and its recognition has become one of the challenges and goals of social
robotics. Emotion recognition refers to the process of detecting and interpreting human
emotions using cues such as facial expressions, tone of voice, body movements, or phys-
iological signals. Speech emotion recognition analyzes features such as pitch, tone, and
speech patterns to identify emotions, while text emotion recognition uses NLP (natural
language processing) to assess emotional content based on word choice, structure, and
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meaning in written text [12]. These methods aim to capture emotional states during
real-time interactions, increasing the effectiveness of human–robot communication.

2.3. Mel Spectrograms

The complexity of the human body in expressing emotions means that detailed and
sophisticated methods are necessary to extract most of the information. In the case of
analyzing speech emotions, the acoustic features of the utterance are of great importance.
Mel spectrograms are spectral representations of sounds that use the Mel scale, a nonlinear
frequency scale that better corresponds to the perception of sounds by the human ear.
Creating a Mel spectrogram involves transforming the audio signal into a frequency spec-
trum using a Fourier transform, and then converting this spectrum to the Mel scale, which
allows for a better representation of the acoustic experience. Mel spectrograms represent
the intensity of sound at different frequencies over time, which allows for the identification
of subtle differences in tone, pitch, and timbre of the voice that may indicate different
emotions. Images prepared in this way allow for the use of advanced machine learning
algorithms, especially CNNs (convolutional neural networks), in search of appropriate
patterns. Additionally, they allow for preliminary analysis of the input data and noise
reduction. Thanks to this, spectrograms are often used in many studies for the analysis
of emotions [13], acoustic scene classification [14], automatic speech recognition [15] or
even in medical problems for Alzheimer’s dementia recognition [16]. Examples of Mel
spectrograms are presented in Figure 1.

Figure 1. Mel spectrograms created for each category from nEMO dataset.

3. Multimodal Emotion Analysis System
3.1. Architecture

The architecture of the multimodal system fits perfectly into the HRI theory: a separate
human and a robotic unit that interact with each other. Additionally, due to the possibility
of collecting new data and retraining machine learning models, it is an excellent tool
for teaching emotion recognition in narrower groups of people (emotion recognition is a
complex problem and is not a universal process), e.g., among people with autism. The
hardware architecture of the system consists of data acquisition devices. In the case
of audio/video data, these are a regular microphone and camera, while in the case of
biomedical data, the Aidmed sensor (Gdańsk, Poland) was used. The Aidmed device is
a wearable medical tool designed for remote monitoring of sleep disorders, particularly
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sleep apnea, by tracking vital signs like heart rate, respiratory rate, and oxygen saturation.
The Aidmed device can be adapted for emotion recognition by monitoring physiological
signals. Through its real-time data collection and analysis, it could potentially help detect
emotional changes based on variations in these biometric indicators. On the other hand,
for better visual effects, a robotic head was used. In this case, it is a more advanced
Furhat head (Stockholm, Sweden) already equipped with devices for basic acquisition
and basic artificial intelligence algorithms. Furhat is a social robot with an expressive,
customizable face designed to interact with humans in natural conversations, combining
speech recognition, facial expressions, and AI to enhance social interactions. However, in
the case of less demanding aspects, simpler solutions can be used, such as the OhBot robotic
head (London, UK). As for software, three artificial intelligence algorithms for analyzing
vision, sound, and biomedical signals are based on neural networks written in Python (v.3),
and will be launched in the cloud or on physical machines communicating via the Internet,
which will make the system more flexible and portable. Decision algorithms and self-
correction are the final stage of preparing the system and will be developed after combining
all three data processing algorithms. The system architecture is shown in Figure 2.

Figure 2. Architecture of multimodal emotion analysis system.

3.2. Dual-Track Speech Emotion Recognition Module

The channel for recognizing emotions in speech is the main research area of this work.
Although one device (microphone) is used to collect speech data, the complexity of this
channel is more complicated. We can distinguish two data paths: text and phonetics of
speech. Algorithms processing this data in a certain area may return similar results, but
there are procedures such as irony of speech, which will give a different result for the
text processing algorithm than in the case of examining the tone of speech. Despite these
differences, both algorithms must return a common decision (emotional category) based
on the assumptions and results of the research carried out in this work. Focusing on the
audio processing algorithms themselves, which are based on neural networks, each of
them contains preprocessing methods. In the case of text analysis, it is necessary to use
speech-to-text methods, which, for a given language (in our case, Polish), will allow for
transcription. These tools are popular among the largest computer companies because they
significantly facilitate communication on mobile devices. It is also possible to integrate
these tools into your own solutions. The most popular speech recognition engines are
Google Speech Recognition, Google Cloud Speech API, Houndify API, IBM Speech to Text,
Vosk API, and OpenAI Whisper. In the case of phonetics and analysis of emotions from the
tone of speech, it is necessary to translate the audio track into a frequency representation
in the form of Mel spectrograms. In the case of the Python programming language, the
natural choice is the librosa package (v.0.10.2) for audio analysis.
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3.3. Other Emotion Recognition Channels

Work on the remaining two channels in the multimodal emotion recognition system
has already been done in earlier stages. The most popular algorithm is emotion recogni-
tion based on facial images, where the linguistic context does not have such an impact as
in the case of analyzing emotions in speech. The human face is also one of the sources
from which it is easiest to read the expressed emotion. Many solutions for analyzing
human facial expressions are based on datasets categorized, as in this case, according to
basic emotions defined by Paul Ekman. The datasets worth mentioning are the FER2013
dataset (Facial Expression Recognition 2013 Dataset) [17] and its extension FER+ [18], in
which the photos were captured spontaneously. The third dataset is the CK+ (extended
Cohn–Kanade dataset) [19], which is a video set of simulated transition behavior from a
neutral state to expressing the target emotion. Based on these datasets, many solutions for
image classification algorithms were created, mainly based on ResNet (residual network)-
type neural networks. ResNet is a deep learning model designed to solve the problem
of vanishing gradients in very deep neural networks by using the so-called “skip con-
nections” or residual blocks, which allows training much deeper networks with better
accuracy. Example solutions from recent years indicate the accuracy of models at the level of
80–90% [20–22], which in the case of recognizing a subjective thing such as emotion is a
very good result. Additionally, in the case of the vision system, work was also carried out
on algorithms for detecting an active speaker, which in the case of a multimodal system
will allow for the separation of people whose emotional state is analyzed from potential
interlocutors or people appearing in the background [23].

The third information channel through which emotions are transmitted is biomedical
data-physiological signals of the human body. We can distinguish the following biomedical
signals: EDA (electrodermal activity), BVP (blood volume pulse), EEG (electroencephalog-
raphy), EMG (electromyography), RSP (respiration), SKT (skin temperature), and HRV
(heart rate variability). In their work, datasets concerning these signals were compared, but
under two conditions, which are conditioned by the multimodal system using the Aidmed
One device and excluding equipment and signal studies that require clinical/medical condi-
tions (the system is to be user-friendly). On this basis, the YAAD (Young Adult’s Affective
Data) [24] dataset was selected and classic classification models such as decision trees,
random forest, support vector machine, k-nearest neighbor, extreme gradient boosting,
linear regression, and voting classifier were tested. The accuracy of these models oscillated
around 60%, which gave satisfactory results for sets that did not have a very large sample
of data (most of the datasets are signals collected from a group of several dozen people). In
the future, it is planned to use neural networks for this algorithm, but the priority will be
to create a dataset thanks to the multimodal emotion analysis system.

3.4. Future Applications

Multimodal emotion analysis systems can find various applications, such as customer
service to assess satisfaction using voice and facial expressions, and mental health mon-
itoring to track patient emotions. They can also improve HRI, increase engagement in
education by assessing student responses, and provide insights during job interviews.
Additionally, by targeting such a system to a specific group of people, such as children with
autism, it can support the process of learning to recognize emotions. However, the key
application of this system is for research purposes, such as collecting new data for retraining
emotion recognition models and assessing the usefulness of the system by humans.

4. Speech Emotion Recognition Datasets

In accordance with Paul Ekman’s theory on the basic palette of emotions, datasets
described by six basic emotions or variants containing a similar amount of emotions were
selected for further work. Due to the global nature of the English language, many current
solutions focus on this language. While the results of emotion recognition algorithms
in speech should not differ depending on the language of the utterance (however, there
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are differences in the phonetic expression of emotions between nations), language is of
great importance in the case of text-based algorithms. Based on these assumptions, it was
decided to select datasets in the form of audio tracks for English and in the form of audio
tracks and text for Polish.

The most important information about the datasets are collected in Table 1.

Table 1. Comparison of technical information of datasets for the problem of emotion recognition in
Polish speech.

Dataset Language Emotions Audio Track/
Transcription Num. of Samples Technical Info

RAVDESS English
angry, calm, disgust, fearful,

happy, sad, surprise,
and neutral

✓/✗ 1440 4 s, 48 kHz, 16 bit/sample

TESS English
anger, disgust, fear, happiness,

pleasant surprise, sadness,
and neutral

✓/✓ 2800 lack of informations

CREMA-D English anger, disgust, fear, happy,
sad, and neutral ✓/✗ 7442 lack of informations

IEMOCAP English
angry, disappointed, excited,
fear, frustrated, happy, sad,

surprise, and neutral
✓/✓ 1150 lack of informations

SAVEE English anger, disgust, fear, happiness,
sadness, surprise, and neutral ✓/✗ 480 44.1 kHz

Chatbot Polish anger, disgust, fear, happiness,
sadness, surprise, and neutral ✗/✓ 8458 -

nEMO Polish anger, fear, happiness,
sadness, surprise, and neutral ✓/✓ 4481 2.5 s, 24 kHz, 16 bit/sample

4.1. English Language Datasets
4.1.1. RAVDESS

RAVDESS (Ryerson Audio–Visual Database of Emotional Speech and Song) [25], is an
advanced dataset designed for research on emotion recognition and vocal expression. It
contains recordings of both speech and singing that are intended to reflect emotions such
as joy, sadness, fear, anger, surprise, disgust, calm, and neutral. The collection consists of
recordings from 24 professional actors, evenly divided between women and men, who
perform the same phrases in different emotional states and perform singing fragments
expressing the same emotions. The main goal of the database is to support research on
emotion perception through the analysis of audio and visual signals. The RAVDESS dataset
consists of 1440 recordings of both audio and video. The speech recordings last about 4 s,
while singing lasts about 12 s. Various formats are available: audio-only or audio–visual,
allowing for the analysis of both vocal and visual expressions of emotion. An important
feature of RAVDESS is that emotions are expressed in different degrees of intensity–each of
them occurs in both low- and high-intensity versions, which allows for detailed studies of
the nuances of emotional expression.

4.1.2. TESS

TESS (the Toronto Emotional Speech Set) [26] dataset was developed to support
research on emotion recognition in speech. It consists of recordings in which two actresses
utter the same phrases, expressing different emotions. Each actress recorded 200 different
sentences, which were selected to evoke a variety of emotional states. The TESS dataset
contains recordings reflecting six basic emotions: anger, disgust, fear, happiness, pleasant
surprise, and sadness, as well as a neutral state. The audio files are of high quality, which
allows them to be used in research on the acoustic aspects of emotional speech. Thanks to
carefully selected recordings and the participation of actresses of different ages, TESS is a
valuable tool in emotion recognition research, especially in the context of age differences in
the perception and expression of emotions.
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4.1.3. CREMA-D

CREMA-D (Crowd-Sourced Emotional Multimodal Actors Dataset) [27] is a publicly
available dataset used in research on emotion recognition from face, voice, and multimodal
signals. It contains video, audio, and image recordings of actors playing different emotions
by saying specific phrases. The dataset consists of material from 91 actors, including 48 men
and 43 women, representing different ethnicities and accents. The dataset includes six main
emotions: anger, disgust, fear, happy, sad, and neutral. CREMA-D is particularly valuable
in multimodal analyses.

4.1.4. IEMOCAP

IEMOCAP (Interactive Emotional Dyadic Motion Capture) [28] is a dataset designed
for research on emotion recognition from speech, facial expressions, and gestures. It consists
of recordings of dialogues between pairs of actors who act out scenes both improvised and
according to prepared scripts. It contains audio and video data, as well as information
about body movement obtained through motion capture technology, which makes. Five
sessions were recorded in IEMOCAP with 10 actors (5 males and 5 females), and each
session was manually annotated for emotions such as angry, excited, fear, sad, surprised,
frustrated, happy, disappointed, and neutral. The recordings were divided into smaller
segments corresponding to individual utterances, with assignment to specific emotions,
subjectively rated by several annotators. IEMOCAP is widely used in research on emotions
in speech, dialogue systems, and analysis of nonverbal communication, providing key
information in both linguistic and emotional aspects.

4.1.5. SAVEE

SAVEE (Surrey Audio–Visual Expressed Emotion) [29] is a dataset designed for re-
search on emotion recognition in speech, including both audio and visual components.
The data comes from recordings made by four male native speakers of English. During
the recordings, the actors expressed seven emotions: anger, disgust, fear, happiness, sad-
ness, surprise, and a neutral emotional state, allowing for the study of different forms of
emotional expression. The recordings were made in controlled conditions, ensuring high
quality of both audio and visual signals. The SAVEE dataset consists of 480 files, including
audio recordings and audio–visual materials. The sentences spoken by the actors were
carefully selected to correspond to the emotions expressed, allowing for precise analysis of
both acoustic and facial expressions. Due to its structure and diverse emotions, the dataset
is suitable for the development of artificial intelligence technologies, speech recognition
systems, and applications that analyze emotions in real time.

4.2. Polish Language Datasets
4.2.1. Chatbot Dataset

This regards the author’s text dataset for the problem of recognizing emotions in
text [30]. It was created based on the popular chatbot ChatGPT3.5 by OpenAI using the
model “text-davinci-003”. The main idea was to create prompts to generate Polish text
related to one of six emotions and a neutral state. Thanks to this, a dataset consisting of a
training and test set was created. The training set was fully generated thanks to artificial
intelligence and contained about 6800 sentences described in emotional categories. The test
set of about 1700 sentences was described in emotional categories by a human. Thanks to
this, it was possible to examine the usefulness of such a set and show the shortcomings of
the OpenAI tool. This set is the basis for emotion recognition algorithms for a multimodal
system. Due to the way the dataset was created based on artificial text generation, the
dataset does not contain audio tracks of people expressing emotions. The dataset is mainly
used for the problem of analyzing emotions in text.
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4.2.2. Nemo Dataset

A modern dataset for analyzing speech emotions in Polish [31]. The authors indicate
the following directions for using this set: audio classification, automatic speech recognition,
and text-to-speech. The set contains about 4500 simulated recordings expressing five basic
emotions (disgust emotion is not included in the set) and a neutral state. Additionally, the
above sentences were transcribed, which allows the use of the dataset for both problems:
analysis of voice and text emotion. From the weighted technical information, the average
length of recordings is about 2.5 s. All audio samples were transformed so that their highest
volume was 0 dB, with a sampling frequency of up to 24 kHz, using 16 bits for each sample.

5. Machine Learning Algorithms
5.1. Speech Emotion Recognition Models

The problem of recognizing emotions in speech using Mel spectrograms is based on
classification models of artificial intelligence. Below are presented popular neural networks
for image processing, which were trained based on the sets presented earlier.

5.1.1. Convolutional Neural Networks

CNNs are deep learning architectures suited to grid-structured data such as images,
using convolutional layers to automatically capture spatial patterns and feature hierarchies.
They are highly effective at tasks such as image classification, object detection, and face
recognition, due to their ability to efficiently identify patterns and features in images.
Based on four datasets RAVDESS, TESS, SAVEE, and CREMA-D, a convolutional network
architecture was developed [32]. Using CNN treats Mel spectrograms as images, leveraging
CNN’s strength in feature extraction from 2D data. The model architecture includes several
convolutional layers (Conv2D), each followed by pooling and batch normalization to
reduce complexity and maintain stability. After multiple convolutional layers, a GAP
(global average pooling) layer is used to reduce the number of parameters, followed by a
dropout layer to prevent overfitting, and finally a dense layer with a softmax activation
function to classify emotions. This approach allows for efficient feature learning from audio
data without the need for extensive preprocessing.

5.1.2. Convolutional Neural Networks: ResNet

ResNet is a neural network architecture designed to solve the vanishing gradient
issue in deep networks by introducing residual connections that skip layers, allowing the
model to learn identity functions more effectively. These shortcut connections enable the
training of very deep models with improved performance, as seen in tasks like image
recognition and object detection. The number in ResNet refers to the total number of layers
in the network, which include convolutional layers, pooling layers, fully connected layers,
and residual blocks. The higher the number, the deeper the network, with more layers
used to extract features and process information, allowing the network to capture more
complex patterns. The comparison of neural networks for the problem of emotion recogni-
tion in speech was made not only based on ResNets, but also on classical convolutional
networks [33]. The datasets used in the comparison are CREMA-D, IEMOCAP, RAVDESS,
SAVEE, and TESS. The ResNet 50, 34, and 18 networks in different configurations with
categories were used in the comparison.

5.1.3. Recurrent Neural Networks: LSTM

LSTM (long short-term memory) is a widely used deep learning architecture that ex-
cels at processing sequential data due to its capability to retain information over extended
time steps. This makes LSTMs particularly effective for tasks involving time-sensitive or
sequential data, such as speech recognition, language translation, and time series forecast-
ing, where maintaining context over long sequences is crucial. The authors proposed four
architectures [34] based on the RAVDESS dataset:
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• Stacked Time Distributed 2D CNN-LSTM integrates several 2D convolutional layers
with an LSTM layer, enabling the effective learning of spatial features from sequences
of images while also capturing temporal relationships.

• Stacked Time Distributed 2D CNN-Bidirectional LSTM with Attention improves upon
this by adding a bidirectional LSTM and an attention mechanism, which enhances the
model’s ability to consider context from both preceding and subsequent frames in the
input data.

• Parallel 2D CNN-Bidirectional LSTM with Attention employs parallel 2D CNNs
to simultaneously extract spatial features from multiple inputs and channels them
into a bidirectional LSTM with Attention, enhancing the model’s focus on critical
information throughout the input sequence.

• Parallel 2D CNN-Transformer Encoder leverages parallel 2D CNNs for feature extrac-
tion, followed by processing with a Transformer encoder that utilizes self-attention
mechanisms, thereby facilitating a deeper understanding of intricate patterns in se-
quential data.

The comparison of the presented classification models for emotion recognition along
with their most important parameter, accuracy, is presented in Table 2.

Table 2. Comparison of neural network models for the emotion recognition problem using Mel
spectrograms.

Classification Model Training Datasets Num. of Categories Accuracy

Convolutional Neural Network CREMA-D, RAVDESS, SAVEE, TESS 7 71.00%

ResNet 18 CREMA-D, IEMOCAP, 6 67.62%
ResNet 34 RAVDESS, SAVEE, TESS 6 68.15%
ResNet 50 4 75.76%
ResNet 50 5 68.86%
ResNet 50 6 62.18%

Stacked Time Distributed 2D CNN-LSTM RAVDESS 8 90.00%
Stacked Time Distributed 2D CNN-Bidirectional LSTM with Attention 8 94.02%

Parallel 2D CNN-Bidirectional LSTM with Attention 8 96.55%
Parallel 2D CNN-Transformer Encoder 8 96.78%

5.2. Text Emotion Recognition Model

The model for analyzing emotions in Polish texts was developed using an artificially
generated Chatbot dataset [30]. Its neural network architecture relied on LSTM recurrent
networks, with the input layer incorporating embeddings derived from distribution models
specifically designed for the Polish language. In NLP tasks, LSTMs are frequently combined
with word embeddings, which enhances the model’s capability to grasp and analyze
the contextual and semantic relationships between words. Word embeddings serve as
numerical representations that capture the semantic and syntactic associations between
words in a dense vector space, enabling algorithms to better interpret word meaning and
context. Common techniques for generating these embeddings, such as Word2Vec or GloVe,
are widely used in tasks like sentiment analysis, classification, and translation. For this
model, the distribution models were generated using the Word2Vec technique and trained
on data from the NJKP (National Corpus of Polish) and Polish Wikipedia. Multiple models
were applied, varying in type, architecture, and vector size, to optimize performance for
the specific linguistic requirements of the task. The model for recognizing emotions in text
is characterized by high efficiency. The model tested on generic data has an accuracy of
about 96%, while in the case of data labeled by a human, the model’s accuracy is 87%.
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6. Results

In order to create a dual-track audio analysis module for a multimodal emotion
recognition system and to analyze the relationship between emotion recognition in speech
and text, based on the presented concepts and comparisons of models and datasets, the
following research was conducted according to speech emotion recognition:

• The Chatbot model was used to analyze emotions in text by testing it on the nEMO
dataset to justify the need to recognize emotions in speech.

• The LSTM models for speech emotion recognition that performed best in the compari-
son were re-trained on the original datasets to prove their accuracy and suitability for
the given problem.

• The nEMO dataset containing data for the Polish language was preprocessed, and this
set was adapted for training on previous models to check the model’s accuracy on
new Polish-language data.

• The models were cross-compared by testing them on opposite test datasets.

6.1. Testing nEMO Dataset on Chatbot Text Emotion Recognition Model

The first step in the research on the dual-track module for recognizing emotions in speech
and text was to prove that text or speech is not always the carrier of information about the
expressed emotion. For this purpose, a model for recognizing emotions in text was used,
which was previously trained on generic Chatbot data based on ChatGPT [30]. One of the
few sets in Polish was used for this purpose-nEMO, which has both an audio track and raw
text. By nature, the sentences spoken in the set are neutral, and only the manner and tone of
the statement give them an emotional overtone. In this situation, an attempt was made to
evaluate the model on this dataset. The prediction results are presented in Table 3.

Table 3. Evaluation of a text emotion recognition model on the nEMO dataset with neutral texts.

Emotion Number of Model Predictions

Surprise 96
Disgust 0
Anger 0
Fear 6

Sadness 6
Happiness 0

Neutral 432

Based on the above results, it can be concluded that the model behaved correctly.
Assuming from the outset that the dataset contains only emotionally neutral texts, the
model correctly predicted 80% of the entire set. Several cases were predicted as fear and
sadness, and several dozen as a surprise. This may indicate a slight imperfection of the
model, which can be improved in future work by adding data to the training set. However,
the predictions regarding the model’s behavior were confirmed and it can be safely stated
that the speech emotion recognition module cannot rely only on the text itself. In this case,
it is necessary to also recognize the tone and timbre of the utterance.

6.2. Speech LSTM Models Based on RAVDESS Dataset

The first stage of research on speech emotion recognition models was to select a group
of neural network models that gave the best results in comparison. At first glance, the
group of LSTM models stood out: Stacked Time Distributed 2D CNN-LSTM, Stacked Time
Distributed 2D CNN-Bidirectional LSTM with Attention, Parallel 2D CNN-Bidirectional
LSTM with Attention, and Parallel 2D CNN-Transformer Encoder. The accuracy of these
models, according to the authors, oscillated around 90–97% accuracy, which in comparison
to other models gave a gain in accuracy of around 20%. This result allowed us to state
that this is an ideal solution. Therefore, it was decided to confirm the given results by
re-training the proposed LSTM model architectures on the RAVDESS database. These data
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allow for the classification of the following emotions: angry, calm, disgust, fearful, happy,
sad, surprise, and neutral. According to the assumptions, the set was divided into training,
validation, and test sets in the proportions of 80:10:10, then Mel spectrograms containing the
appropriate time window of the spoken text were prepared and subjected to appropriate
preprocessing methods. Models were trained on the prepared data and tested, taking
into account the most important metrics for classification algorithms. Accuracy reflects
the proportion of correct predictions out of all predictions made by a model, whereas
precision focuses on the ratio of true positives to all positive predictions. Recall measures
the model’s ability to identify all actual positive cases, and the F1 score combines precision
and recall into a single metric, giving a balanced measure of performance when dealing
with imbalanced data. The results of the mentioned metrics for each category and the
average value are summarized in Table 4. For each emotion and the average value, the best
results are bolded.

At first glance, the difference between the evaluation of the authors of the LSTM
models and the retraining is visible. The most accurate model is the Parallel 2D CNN-
Bidirectional LSTM with Attention with an accuracy of 65%, which gives a result worse
by several percent than other models proposed in comparison with a similar number of
categories. The metrics for individual emotions are mostly the best for the aforementioned
model. However, two other models cannot be rejected-Parallel 2D CNN-Transformer
Encoder and Stacked Time Distributed 2D CNN-Bidirectional LSTM, whose accuracy is
several percent lower. For a better analysis of individual emotions, it was decided to present
a confusion matrix for each model. A confusion matrix is a summary table used to evaluate
the performance of a classification model by displaying the counts of true positives, true
negatives, false positives, and false negatives. It offers insights into the model’s ability
to correctly predict each class, helping identify areas where the model may be biased or
making errors. The confusion matrices for the evaluated models are presented in Figure 3.

Confusion matrices are clearly diagonal, which allows us to claim that the predicted values
match the true emotions. From the evaluation of metrics, it was possible to notice a poor
accuracy of the models in the case of the neutral state, which is confirmed in the above matrices.
This results from the small sample of the neutral category in the set. For the most accurate
model, the number of well-recognized categories for each emotion is distributed evenly, which
indicates that the model best balances the prediction results despite the low accuracy.

Table 4. Models evaluation for emotion speech recognition on Mel spectrograms based on
RAVDESS dataset.

Models Emotions
Average Surprise Neutral Calm Happy Sad Angry Fear Disgust

Stacked Time Distributed 2D CNN
-LSTM

Accuracy [%] 53.00 65.00 40.00 65.00 40.00 10.00 65.00 55.00 80.00
Precision [%] 54.00 76.47 66.67 48.15 61.54 20.00 65.00 39.29 55.17

Recall [%] 52.50 65.00 40.00 65.00 40.00 10.00 65.00 55.00 80.00
F1-Score [%] 51.70 70.27 50.00 55.32 48.48 13.33 65.00 45.83 65.31

Stacked Time Distributed 2D CNN
-Bidirectional LSTM with Attention

Accuracy [%] 62.00 45.00 50.00 75.00 65.00 45.00 70.00 70.00 70.00
Precision [%] 63.20 56.25 71.43 75.00 48.15 47.37 66.67 66.67 73.68

Recall [%] 61.20 45.00 50.00 75.00 65.00 45.00 70.00 70.00 70.00
F1-Score [%] 61.70 50.00 58.82 75.00 55.32 46.15 68.29 68.29 71.79

Parallel 2D CNN
-Transformer Encoder

Accuracy [%] 63.00 45.00 30.00 70.00 65.00 40.00 95.00 55.00 90.00
Precision [%] 61.90 42.86 37.50 70.00 86.67 50.00 67.86 73.33 66.67

Recall [%] 61.30 45.00 30.00 70.00 65.00 40.00 95.00 55.00 90.00
F1-Score [%] 60.60 43.90 33.33 70.00 74.29 44.44 79.17 62.86 76.60



Appl. Sci. 2024, 14, 10284 12 of 17

Table 4. Cont.

Models Emotions
Average Surprise Neutral Calm Happy Sad Angry Fear Disgust

Parallel 2D CNN
-Bidirectional LSTM with Attention

Accuracy [%] 65.00 65.00 30.00 90.00 55.00 60.00 70.00 60.00 70.00
Precision [%] 64.20 76.47 33.33 64.29 73.33 50.00 58.33 70.59 87.50

Recall [%] 62.50 65.00 30.00 90.00 55.00 60.00 70.00 60.00 70.00
F1-Score [%] 62.60 70.27 31.58 75.00 62.86 54.55 63.64 64.86 77.78

Figure 3. Confusion matrices for speech emotion analysis models based on the English-language
RAVDESS dataset.

6.3. Speech LSTM Models Based on nEMO Dataset

Despite the lack of the assumed accuracy of LSTM models on the RAVDESS dataset, it
was decided to test them on the Polish-language nEMO dataset. The process of preparing
Mel spectrograms, selecting the appropriate utterance window, and their preprocessing
methods were carried out in exactly the same way as in the previous study. This dataset
has a smaller number of categories (anger, fear, happiness, sadness, surprise, and neutral),
which were also taken into account. The evaluation of the Accuracy, Precision, Recall, and
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F1-score metrics for individual metrics and four LSTM models is presented in Table 5. The
best results are bolded in the table.

Table 5. Models evaluation for emotion speech recognition on Mel spectrograms based on polish
nEMO dataset.

Models Emotions
Average Anger Fear Happiness Sadness Surprised Neutral

Stacked Time Distributed 2D CNN
-LSTM

Accuracy [%] 72.20 86.67 87.84 30.67 77.92 61.19 88.89
Precision [%] 77.70 63.73 63.11 100.00 92.31 77.36 69.90

Recall [%] 72.20 86.67 87.84 30.67 77.92 61.19 88.89
F1-Score [%] 70.80 73.45 73.45 46.94 84.51 68.33 78.26

Stacked Time Distributed 2D CNN
-Bidirectional LSTM with Attention

Accuracy [%] 71.30 90.67 86.49 36.00 90.91 44.78 79.01
Precision [%] 75.90 75.56 58.18 93.10 81.40 81.08 65.98

Recall [%] 71.30 90.67 86.49 36.00 90.91 44.78 79.01
F1-Score [%] 69.90 82.42 69.57 51.92 85.89 57.69 71.91

Parallel 2D CNN
-Transformer Encoder

Accuracy [%] 84.60 86.67 91.89 84.00 98.70 62.69 83.95
Precision [%] 85.00 89.04 83.95 79.75 84.44 82.35 90.67

Recall [%] 84.60 86.67 91.89 84.00 98.70 62.69 83.95
F1-Score [%] 84.50 87.84 87.74 81.82 91.02 71.19 87.18

Parallel 2D CNN
-Bidirectional LSTM with Attention

Accuracy [%] 79.40 84.00 86.49 69.33 92.21 62.69 81.48
Precision [%] 80.00 75.00 88.89 81.25 94.67 54.55 85.71

Recall [%] 79.40 84.00 86.49 69.33 92.21 62.69 81.48
F1-Score [%] 79.50 79.25 87.67 74.82 93.42 58.33 83.54

In the case of the Polish-language dataset, it can be seen that LSTM architectures
perform much better than in the previous case, ensuring at least 10% higher efficiency. The
Parallel 2D CNN-Transformer Encoder model was trained best on this data, providing an
accuracy of 84.60%, which is about 10% higher efficiency than for the ResNet 50 models
from the theoretical comparison. Again, the Parallel 2D CNN-Bidirectional LSTM with
Attention model deserves special mention, with an efficiency of 79.40%. Considering the
metrics for individual emotions, the first model shows greater efficiency, but it is also worth
mentioning that the lowest efficiency occurs for the emotion of surprise and does not drop
below 62%. For a better insight into the distribution of model predictions, it was decided to
present confusion matrices again, which can be analyzed in Figure 4.

The diagonal is visible on all matrices, which allows us to conclude that the models
cope with recognizing emotions. The performance of the Parallel 2D CNN-Transformer
Encoder model over others is visible in recognizing the emotion of happiness. The accuracy
of the other models in recognizing this emotion is much lower. The only imperfection that
can be noticed is the model confusing the emotion of surprise with emotions such as anger,
fear, and happiness. Surprise can be expressed very expressively, which also indicates that
it is confused with other expressive emotions. In future work, more data could be collected
for this emotion, which would allow the model to be more resistant to these mistakes.
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Figure 4. Confusion matrices for emotion analysis models in speech based on the Polish-language
nEMO dataset.

6.4. Comparison of Speech Models

In the undertaken studies, an attempt was made to cross-test the most accurate models:
Parallel 2D CNN-Bidirectional LSTM with Attention and Parallel 2D CNN-Transformer
Encoder. Models trained on the RAVDESS set were tested on the nEMO test set and vice
versa. However, in both cases, the results did not exceed 30% efficiency, which indicates
diversity in the datasets, especially in tones and manners of speech. The manner and
characteristics of speech are culturally and, to some extent, nationally conditioned. Factors
that can affect accuracy during the cross-test are temporal characteristics of speech such
as the length of the speech, tempo, intonation, rhythm, or pauses (punctuation). There
are several ways to create a more accurate model for recognizing emotions in speech for
different languages. One of them is to maintain the aforementioned features at a similar
level between languages or people of different nationalities. However, this creates another
problem, which is the unnaturalness of speech. A model trained on such data may have
a problem with spontaneous speech in different languages. The second, more universal
way is to create a new data set (or combine several existing ones). This set should represent
data collected in several of the most popular languages from people with different ways of
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speaking. This diversity will cause the neural network to have more patterns for a given
emotion, which may ultimately increase the effectiveness of such a model. For a multimodal
system for recognizing emotions in Polish, such a model is sufficient. In future studies, one
can focus on creating a more universal model based on datasets in different languages.

7. Discussion and Conclusions

The main goal of this project was to research deep learning algorithms for recogniz-
ing emotions in Polish speech and text as one of the modules of a multimodal emotion
recognition system. Initial recognition of datasets showed a niche in datasets other than
English. Recently, the nEMO dataset has appeared for the Polish language, thanks to
which it was possible to train artificial intelligence algorithms. A comparison was also
made of existing neural network solutions for the problem of speech recognition using
Mel spectrograms, which showed the highest efficiency among LSTM models and later
convolutional networks including ResNet. The next stage of work consisted of checking the
Polish language dataset on an earlier model prepared for recognizing emotions in Polish
texts. Due to the natural texts of the dataset, the emotional coloring of which consisted of
changing the tone of the utterance, the model recognized the text as emotionally neutral in
most cases. It can be stated that using only one audio analysis algorithm in a multimodal
system could give poor results. The diverse nature of people means that they can express
emotions for neutral-sounding texts or people may not emanate such expression when they
say texts indicating specific emotions. At this point, it is necessary to use two algorithms for
speech and text, which will be activated alternately, when one of them gives a neutral result.
The problem arises when the algorithms return contradictory emotions, but this may be an
aspect of further research. In the next stage, it was decided to evaluate 4 LSTM models:
Stacked Time Distributed 2D CNN-LSTM, Stacked Time Distributed 2D CNN-Bidirectional
LSTM with Attention, Parallel 2D CNN-Bidirectional LSTM with Attention, and Parallel 2D
CNN-Transformer Encoder on the English dataset. The evaluation showed lower accuracy
than that provided by the authors, and the most accurate model was characterized by
an accuracy of 65%. The models were re-evaluated on the Polish nEMO dataset and it
was possible to obtain an accuracy of 84.6%, which is very satisfactory. The Parallel 2D
CNN-Transformer Encoder model copes well with all emotional categories, thanks to the
balanced dataset. It can be said that this architecture on the nEMO dataset is an excellent
point for implementation in a multimodal emotion analysis system. Additional research
has shown that there are differences in cross-language testing, which allows us to conclude
that the model on Polish or English data is not a universal model, but it is sufficient for
implementation in the system.

Future research includes the following aspects: improving the quality of the algorithm
for textual emotion analysis, implementing a decision module for the entire multimodal
system, real-world testing of the system along with collecting further training data for all
modules, developing an original dataset based on real tests, and training speech emotion
analysis algorithms to work universally with different languages. Additionally, further
research is planned to take into account the temporal features of speech. Developing
advanced machine learning models that can accurately analyze speech patterns, including
duration, rhythm, and intonation, in different cultural contexts could impact the effective-
ness of emotion recognition in speech.
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Funding: The research of Kamil Skowroński was supported by the Silesian University of Technology
through the subsidy for maintaining and developing the research potential grant in 2024 for young
researchers in analysis (02/060/BKM24/0062). The work of Adam Gałuszka was supported in part



Appl. Sci. 2024, 14, 10284 16 of 17

by the Silesian University of Technology through the subsidy for maintaining and developing the
research potential grant in 2024.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations
The following abbreviations are used in this manuscript:

BVP Blood Volume Pulse
CK+ Extended Cohn-Kanade dataset
CNN convolutional neural network
CREMA-D Crowd-sourced Emotional Multimodal Actors Dataset
EDA Electrodermal activity
EEG Electroencephalography
EMG Electromyography
FER2013 Facial Expression Recognition 2013 Dataset
GAP Global Average Pooling
HRI human-robot interaction
HRV Heart Rate Variability
IEMOCAP Interactive Emotional Dyadic Motion Capture
LSTM Long Short-Term Memory
NJKP National Corpus of Polish
NLP natural language processing
RAVDESS Ryerson Audio-Visual Database of Emotional Speech and Song
ResNet Residual Networks
RSP Respiration
SAVEE Surrey Audio-Visual Expressed Emotion
SKT Skin temperature
TESS The Toronto Emotional Speech Set
YAAD Young Adult’s Affective Data
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