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Abstract: For existing situations of missed detections, false detections, and repeated detections
in barcode detection algorithms in real-world scenarios, a barcode detection algorithm based on
improved YOLOv8 is proposed. The EfficientViT block based on a linear self-attention mechanism
is introduced into the backbone of the original model to enhance the model’s attention to barcode
features. In the model’s neck, linear mapping and grouped convolution are used to improve the C2f
module, and the ADown convolution block is utilized to modify the model’s downsampling, which
reduces the model’s parameters and computational cost while improving the efficiency of model
feature fusion. Finally, the reconstruction of the model’s detection head and the modification of the
loss function are implemented to enhance the model’s training quality and reduce the model’s error
in barcode detection. Experimental results indicate that the improved model exhibits an increase
of 1.8% in recall rate and 1.9% in mAP50:95 for barcode localization and classification. The FPS is
improved by 40 frames per second. The model’s parameter count is reduced by 74.2%, and FLOPs
are decreased by 79.6%. Furthermore, the proposed model outperforms other models in terms of
model size and barcode detection accuracy.

Keywords: barcode detection; YOLOv8; linear self-attention mechanism; linear mapping; grouped
convolution

1. Introduction

As an exceptionally efficient method for information storage and transmission, one-
dimensional codes and two-dimensional codes have profoundly simplified the procedures
involved in logistics tracking, inventory management, and commodity certification, thereby
bringing unprecedented convenience and operational efficiency to various sectors and
industries across diverse fields [1–7]. These advanced coding technologies not only achieve
rapid data entry and automatic identification with a remarkably high degree of accuracy
and reliability, but they also have the capacity to encapsulate a vast array of content,
ranging from straightforward commodity information to intricate data links, through
their innovative and unique coding methodologies. This demonstrates their impressive
information processing capabilities. Relevant and in-depth research has clearly shown
that the advancement of barcode recognition technology holds immense significance for
improving the efficiency and accuracy of information processing, accelerating the digital
transformation of various industries, optimizing supply chain management processes,
fostering the application and development of emerging technologies, and expanding the
realm of potential application fields.

In recent times, an increasing number of researchers have started to direct their atten-
tion towards the practical applications of barcodes in real-world scenarios. Identification
technology must not only possess the capability to detect barcodes in real-time with preci-
sion and accuracy, but it must also ensure that the applications utilizing this technology
consume minimal power. With this in mind, this paper introduces a novel barcode recog-
nition algorithm specifically designed to address the challenges associated with barcode
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detection and analysis in real-life situations. The primary contributions of this paper can
be summarized as follows:

1. This paper proposes a high-speed and accurate barcode recognition algorithm based
on a lightweight barcode detection model. The model achieves real-time barcode
detection with a small number of parameters, low computational complexity, high
accuracy, and rapid inference capabilities.

2. While focusing on minimizing both parameter count and computational complexity
of the model, this paper also enhances the model’s ability to dynamically adjust
contextual feature relationships. To achieve this, we introduce a linear attention
mechanism and efficient convolutional operations into the network structure, thereby
improving the feature extraction capabilities of the feature fusion convolutional blocks
and pooling layers, as well as the operational efficiency of the convolutional modules.
Furthermore, we reconstruct the detection head and adjust the model’s loss function
to enhance the convergence speed and training quality of the model.

3. The effectiveness of the proposed algorithm and model is verified in this paper.
Comparative experimental results demonstrate that our model outperforms other
models in terms of detection accuracy, model size, and detection speed.

2. Related Work

Common barcode recognition technologies can be divided into two types: laser
scanner-based and camera-based. The former is mostly used for one-dimensional bar-
code recognition, with slower recognition speed and shorter device recognition distance.
Therefore, this paper only considers camera-based barcode detection. Camera-based detec-
tion methods can further be categorized into traditional digital image processing-based
and deep learning-based approaches.

Initially, researchers employed traditional digital image processing techniques to
achieve barcode recognition, yielding some promising research advancements. Ohbuchi [8]
simplified the image information by setting a gray threshold for the input barcode image
and then employed a spiral scanning strategy to precisely locate the critical black bars. By
calculating the directions perpendicular to these black bars, they effectively sampled the
barcode area. Wachenfeld [9] developed a one-dimensional barcode recognition algorithm
specifically designed for camera phones and validated its performance on public datasets,
achieving an accuracy rate exceeding 90% and demonstrating high robustness against com-
mon image distortions. Katona [10] innovatively proposed a barcode detection algorithm
combining bottom-hat filtering and morphological operations. They matched potential
barcode areas by calculating the Euclidean distances between non-zero pixels, showing
significant advantages compared to previous techniques.

In recent years, with the excellent accuracy and inference speed demonstrated by deep
learning in multiple fields such as drones, road defects, and pedestrian detection [11–14],
more and more researchers have begun to consider applying detection algorithms based
on deep learning to barcode detection tasks. Hansen [15] adopted a combined strategy
integrating the YOLO detection framework with a regression network based on Darknet19
to achieve efficient barcode detection and accurate prediction of orientation angles. Ex-
perimental results showed that this integrated method significantly outperformed many
previous traditional techniques. Tian [16] designed a two-stage neural network architecture
that cleverly integrates the Barcode Region Proposal Network (BRPN) with the barcode
detection network, sharing deep convolutional feature maps generated by VGG16 as the
core backbone network, optimizing computational resources, and achieving precise barcode
detection and reliable orientation angle prediction. Jia [17] modified the Region Proposal
Network (RPN) of Faster-RCNN by introducing oriented anchors, enhancing the network’s
robustness to distorted barcodes and making region predictions more accurate. Zhang [18]
focused on optimizing the fully connected layers in Faster-RCNN by directly performing
bounding box regression on the coordinates of quadrilateral vertices, further improving
the accuracy and adaptability of barcode detection results. Xu [19] used the improved
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YOLOv4 model and OCR to extract the barcode information and three-segment code of
packages, respectively, and the package information recognition rate reached 98.5%, but
the experimental sample size was too small and the data set was not open source.

Compared to detection methods based on traditional digital image processing, detec-
tion methods based on deep learning networks do not need to set threshold parameters
that are sensitive to environmental factors, thereby significantly reducing the impact of
environmental factors on the practical application of detection methods. However, current
deep learning-based detection methods are constrained in their real-world application due
to factors such as the high complexity of the algorithms and the need for improvement in
detection speed.

With advancements in computing devices, the powerful parallel processing capabilities
of GPUs can significantly accelerate model training and inference speeds, handling more
data and more complex model structures. Therefore, research on deep learning-based
barcode detection algorithms is of great significance. Based on this, this paper designs a
high-speed barcode recognition algorithm combining deep learning-based object detection
models. Considering that two-stage models generate candidate object bounding boxes in
the first stage and classify and regress the bounding boxes in the second stage, they are
slower in detection speed compared to one-stage models. Therefore, this paper adopts
the one-stage model YOLOv8 as the baseline model. By improving its network structure,
reducing model size, and enhancing model inference speed, it aims to meet barcode
recognition tasks in complex and diverse real-world scenarios.

3. Method
3.1. The Framework of Barcode Recognition Algorithm

Due to the different encoding and reading methods of various barcodes, this paper
utilizes Zbar for 1D barcodes and Zxing for 2D barcodes for decoding, respectively, and
then integrates the obtained barcode information. The barcode recognition algorithm
framework is illustrated in Figure 1.
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Figure 1. Comprehensive framework of a barcode recognition algorithm. The algorithm is mainly
composed of the bar code detection model and the bar code decoding library.

The YOLOv8 network model can be functionally divided into three main parts: the
backbone network, the neck network, and the detection head, with each part consisting of
convolutional layers, C2f feature fusion modules, pooling layers, and other components.
The detection accuracy and model size optimization of the original model leave room
for improvement. Therefore, this paper modifies the model’s network structure in three
primary areas, as illustrated in Figure 2, which depicts the improved network structure. To
address the issue of successful barcode recognition but failed decoding by the model, this
paper modifies the original network structure in terms of barcode classification detection
and barcode area delineation, aiming to enhance the model’s barcode recognition accuracy
and improve the decoding rate of subsequent decoding algorithms.
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Figure 2. The network structure of the improved model.

In this paper, a linear attention mechanism and efficient downsampling modules
are introduced into the backbone and neck of the original model, respectively, to achieve
dimensionality reduction of the image while retaining the main features of the barcode as
much as possible. To improve the operational efficiency of the model’s convolutional blocks
and reduce the consumed computational resources, this paper optimizes the ordinary
convolutions in the backbone and the convolutions in the C2f module. Furthermore, by
reconstructing the model’s detection head and modifying the loss function, this paper
further reduces the model’s parameter count while improving the quality of the model’s
barcode prediction boxes.

3.2. EfficientViT Block and Multi-Scale Linear Attention

Deploying advanced object detection models in hardware devices often necessitates
considering issues such as model detection accuracy and computational cost. A common
practice is to introduce modules that contribute to improving accuracy into lightweight
models, which, while enhancing model precision, may also increase the model’s size and
computational requirements.

To improve the accuracy of barcode detection models and reduce their computational
cost, this study introduces the EfficientViT [20] block (as shown in Figure 3) into the
backbone of YOLOv8. The EfficientViT block employs the non-linear function ReLU in
its self-attention mechanism and replaces the traditional softmax attention mechanism
with a linear attention mechanism. Compared to the backbone of YOLOv8, the improved
backbone incorporates a global attention mechanism, achieving higher barcode detection
accuracy with fewer parameters and computational requirements.
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Specifically, given an input represented as x ∈ RN× f , the generalized form of the
attention mechanism can be written as follows:

Attention(Q, K, V)i =
N

∑
j=1

Sim(Qi, Kj)

∑N
j=1 Sim(Qi, Kj)

Vj (1)
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where Q = xWQ, K = xWK, V = xWV , and WQ/WK/WV ∈ RN×d(N ≫ d) are learnable
linear projection matrices. Attention(Q, K, V)i is row i of the matrix Attention(Q, K, V) and
Sim(Q, K) is the similar equation.

In the original softmax attention mechanism [21], Sim(Q, K) = exp(QKT/
√

d). How-
ever, in the EfficientViT block, a ReLU-based linear attention mechanism is adopted as
the similarity function. Leveraging the associativity of matrix multiplication, Equation
(1) can be progressively rewritten as shown in Equation (2). Compared to the attention
mechanism based on the softmax function, the computational complexity of the ReLU-
based linear attention mechanism is reduced from O(N2) to O(N). Additionally, the ReLU
function consumes fewer computational resources than the softmax function, making it
more hardware-friendly for real-world intelligent logistics centers. Each Feed-Forward
Network (FFN) layer in the EfficientViT block is followed by a depthwise convolution,
which enhances the ReLU linear attention by leveraging convolution to increase the model’s
focus on spatial local information. Furthermore, group convolutions are utilized within
the block to reduce the total number of operations for information aggregation, further
improving the efficiency of barcode feature extraction by the model.

Sim(Q, K) = ReLU(Q)ReLU(K)T

Attention(Q, K, V)i =
∑N

j=1 [ReLU(Qi)ReLU(Kj)
T ]Vj

∑N
j=1 [ReLU(Qi)ReLU(Kj)

T ]

=
ReLU(Qi)∑N

j=1 ReLU(Kj)
TVj

ReLU(Qi)∑N
j=1 ReLU(Kj)

T

(2)

Given the diversity and complexity of real-world scanning scenarios, input images
often contain a mixture of different objects, varying lighting conditions, and barcodes
occupying different areas. Traditional single-scale processing windows struggle with
such multi-scale input data, potentially leading to the omission of critical information. To
significantly enhance the model’s efficiency in extracting barcode feature information in
complex operational scenarios, we retain the Spatial Pyramid Pooling Fast (SPPF) module
at the end of the network backbone. Thanks to the multi-scale spatial container embedded
in the SPPF module, the model can more effectively process and integrate spatial feature
information of different sizes compared to single-scale sliding window pooling methods.
This avoids the imbalance of spatial feature information embedded in the image caused by
cropping or distortion operations (as shown in Figure 4).
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(a) (b) 

Figure 4. After many iterations of processing in the network, the input image may suffer from
distortion and deformation. (a) cropped. (b) warped.

3.3. Efficient Multi-Scale Feature Fusion Network

In traditional convolutional neural networks, each convolutional layer performs com-
plex convolutional operations on the input data to generate new feature maps. However,
these feature maps often contain a large amount of redundant information, with many of
them being similar or related. In the YOLOv8 network structure, the C2f module serves as
the feature fusion module and is abundantly present in both the backbone and neck. To fur-
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ther reduce the computational cost of the model and improve its operational efficiency, this
study introduces the Ghost module [22] into the C2f module, improving the convolutional
operation efficiency of the C2f module from the convolutional level and thus enhancing the
detection speed of the barcode detection model.

In the Ghost module (as shown in Figure 5), one of a set of similar feature maps
is designated as the Intrinsic feature map, while the others are termed Ghost feature
maps. These Ghost feature maps can be obtained by applying linear transformations
to the Intrinsic feature map. Given an input Fin ∈ Rh×w×c, the convolutional filters
fC ∈ Rk×k×c×n of the layer are evenly divided into s groups. One group of convolutional
filters ( fi ∈ Rk×k×c×m, m = n/s) is selected to perform standard convolutional operations,
resulting in m Intrinsic feature maps. Each time, m Intrinsic feature maps are grouped
together and subjected to a linear transformation. To ensure uniformity in calculations and
reduce resource consumption, the same linear transformation is used to compute m Ghost
feature maps for that group. Finally, m Intrinsic feature maps and (n − m) Ghost feature
maps are concatenated to produce the final output Fout ∈ Rh1×w1×n. Assuming that all
convolutional kernels have a size of k × k, the theoretical speedup ratio rS and compression
ratio rC achieved by using the Ghost module are calculated as follows:

rS = n×h1×w1×c×k2
n
s ×h1×w1×c×k2+(s−1)× n

s ×h1×w1×k2

≈ s×c
s+c−1 ≈ s,

rC = n×c×k2
n
s ×c×k2+(s−1)× n

s ×k2 ≈ s×c
s+c−1 ≈ s

(3)

where s ≪ c.
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The reduction in computation, according to calculation Formula (3), hinges on the
grouping of convolutional filters within convolutional layers. In this paper, the Ghost mod-
ule is employed in each convolutional layer of the C2f module, achieving similar feature
extraction effects as traditional convolutional layers with fewer computational resources.

Furthermore, considering the concatenation operations of features at different scales
within the model’s neck structure, this paper selects the ADown [23] module as the con-
volutional block for the model’s downsampling operations. Compared to conventional
convolutional blocks, the ADown module boasts reduced parameters and computational
complexity, significantly contributing to improving the model’s operational efficiency and
hardware compatibility.

3.4. Lightweight Detection Head

In the field of object detection, there are mainly two types of detection heads: anchor-
free and anchor-based. The anchor-based detection head can generate dense anchor boxes,
enabling the network to directly classify objects and perform bounding box regression,
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thereby enhancing the model’s recall rate. However, this method also leads to the generation
of numerous redundant anchor boxes and requires careful setting of several hyperparame-
ters during model training, which increases the model’s computational load and memory
consumption. Based on this, this paper opts for an anchor-free detection head. To further
reduce the number of parameters and computational complexity of the decoupled head
structure, modifications are made to the detection head: two grouped convolutions are
utilized at the head position to achieve parameter sharing, and then the target location and
category information are separately extracted to form the decoupled head. The improved
detection head boasts fewer parameters, lower computational complexity, and higher
parameter utilization efficiency. The specific structure is illustrated in Figure 6.
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To mitigate the adverse effects of sample imbalance during the model training phase
and improve training quality by treating easy and hard samples differently, this paper
selects Focaler-CIoU [24] as the loss function for the model. Given [u, d] ∈ [0, 1], the value
of IoUFocaler can be adjusted through modifying u and d to focus on different samples.
Since the true distribution of target barcodes typically does not deviate significantly from
their annotated positions, the model should prioritize values near the annotated positions
during training. Therefore, Distribution Focal Loss (DFL) [25] is chosen to be paired with
the Focaler-CIoU loss function, which together act on the bounding box regression of the
barcode detection model presented in this paper. The calculations for the Focaler-CIoU and
DFL loss functions are provided in Equations (4), (5), and (6), respectively.

LFocaler−CIoU = LCIoU + IoU − IoUFocaler = 1 +
ρ2(b,bgt)

c2 + αυ − IoUFocaler,

IoU = A∩B
A∪B , α = υ

(1−IoU)+υ
, υ = 4

π2

(
arctan wgt

hgt − arctan w
h

)2
,

(4)

IoUFocaler =


0, IoU < d

IoU−d
u−d , d ≪ IoU ≪
1, IoU > u

u, (5)

where, A and B are the area occupied by the prediction box and the real box, respectively,
b and bgt are the coordinates of the center point of the prediction box and the real box,
respectively, ρ(•) is the Euclidean distance, c is the diagonal distance of the smallest external
rectangle, w and wgt are the width of the prediction box and the real box, respectively, and
h and hgt are the height of the prediction box and the real box, respectively.

DFL(Si, Si+1) = −(yi+1 − y) log(Si)− (y − yi log(Si+1)),
Si =

yi+1−y
yi+1−yi

, Si+1 = y−yi
yi+1−yi

(6)

where Si is the probability of predicting label yi, Si+1 is the probability of predicting label
yi+1, and yi and yi+1 are the two labels closest to label y, yi ≤ y ≤ yi+1.
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4. Experiments
4.1. Preparation of the Dataset and Configuration of the Experimental Environment

Due to the limited availability of public datasets related to barcodes, all barcode
images used in the experiments were sourced from the internet, and we annotated the
images in the experiment. To address the scarcity of original images, data augmentation
techniques such as cropping, rotation, stitching, noise addition, and contrast adjustment
were applied to expand the dataset. Ultimately, 2741 images were selected as the total
sample for the barcode detection experiments conducted in this paper. The barcode dataset,
as illustrated in Figure 7, features images with a resolution of 416 × 416. It encompasses
both one-dimensional and two-dimensional barcodes, covering real-world scenarios such
as retail merchandising, logistics management, and invoice and receipt processing.
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To validate the effectiveness of the barcode detection algorithm proposed in this paper,
as well as the outcomes of model training and validation, the open-source labeling tool
labelImg was used to objectively convert the images into the YOLO dataset format. The
images were then randomly divided into training, validation, and test sets in a 6:1:1 ratio,
with the training set containing 2039 images and both the validation and test sets containing
351 images each.

In order to ensure the fairness of the experiments, all experiments are conducted on
the same server for training and reasoning processes. Table 1 shows the configuration of
the experimental environment.

Table 1. Experimental environment.

Parameter Configuration

Programming language Python
Deep learning framework Pytorch1.8.1

CPU Intel (R) Xeon Gold 6248R
GPU NVDIA RTX A6000

CUDA 11.8
Batch size 16

Initial learning rate 0.01
Epoch 200

SGD momentum 0.937
Weight decay 0.0005

4.2. Evaluation Metrics for Model Performance

Since the object detection model studied in this paper will be applied in real-time bar-
code detection and localization in practical scenarios, the evaluation criteria of significance
include detection accuracy, inference speed, model size, and computational complexity.
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The experiments in this paper primarily select recall rate (R) and mAP50:95 as evaluation
metrics for model accuracy, with their calculations provided in Formula (6).

R =
TP

TP + FN
, mAP =

∑C
i APi

C
(7)

In ablation experiments, we utilize metrics such as localization error, background
error, missed GT (ground truth) error, and False Positive error, as defined in TIDE [26], to
intuitively reflect the discrepancy between the predicted bounding boxes of the barcode
localization model and the ground truth boxes. Under the assumption that a predicted box
and a ground truth box share the same category and have an IOU (Intersection over Union)
overlap greater than a set threshold t, we select the one with the highest overlap as a True
Positive, and the rest are considered False Positives. Consequently, the four aforementioned
errors can be defined as follows:

Localization error (ELoc): The prediction box is correctly classified but mislocated.
Background error (EBkg): Background is falsely detected as foreground.
Missed GT error (EMiss): All ground truth boxes that are not detected, excluding

classification errors and localization errors.
False Positive error (EFP): It can arise from mislocalization, background confusion,

duplicate detections, and other reasons.

4.3. Ablation Experiment

The results of ablation experiments are shown in Table 2. The improvement methods
proposed in this paper all contribute to reducing model size and improving detection
accuracy. Specifically, when the model’s backbone network employs the EfficientViT block,
the model achieves good lightweight results, with a recall rate of 93.3%, mAP50:95 of
73.8%, 6.8 M parameters, and 17.4 G FLOPs. When the model uses the improved C2f
module, it has 7.8 M parameters, 5.2 G FLOPs, a recall rate of 93%, and mAP50:95 of
73.5%. When the model adopts the ADown convolutional block in downsampling, it
achieves the most significant improvement in detection accuracy, with a recall rate of
93.4% and mAP50:95 of 73.8%, which are 0.7% and 0.4% higher than the original model,
respectively. When the model applies all the improvement strategies proposed in this paper,
it demonstrates the best overall performance, with 2.86 M parameters, 5.8 G FLOPs, a recall
rate of 94.5%, and mAP50:95 of 75.3%. The experimental results verify the effectiveness of
the improvement methods proposed in this paper. Compared with the pre-improvement
model, the improved model achieves better lightweight performance while enhancing
detection accuracy, which is of great practical significance for deploying the model on
resource-constrained platforms such as mobile devices and embedded systems.

Table 2. Ablation experiment results on barcode dataset.

Methods Params
(M)

FLOPs
(G)

Recall
(%)

mAP50:95
(%)Backbone-im * C2f-Ghost ADown Head-im *

11.1 28.4 92.7 73.4
✔ 6.8 17.4 93.3 73.8

✔ 7.8 19.0 93 73.5
✔ 9.33 21.3 93.4 73.8

✔ 10.06 27.8 92.9 73.6
✔ ✔ 5.2 13.6 94.2 73.9
✔ ✔ ✔ 4.66 12.9 94.3 74.6
✔ ✔ ✔ ✔ 2.86 5.8 94.5 75.3

Improvement (%) (−74.2%) (−79.6%) (+1.8%) (+1.9%)

* Backbone-im and Head-im represent the improved backbone and head, respectively.
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To intuitively understand the feature extraction and fusion processes of the model
when processing input images, this paper analyzes the heatmaps outputted from various
layers before and after model improvements, with the results illustrated in the figures.
As shown in Figure 8, after partially improving the backbone and neck of the model,
the heatmaps display clearer feature boundaries, more accurate feature localization, and
stronger feature representation capabilities. This indicates that the improvement strategies
proposed in this paper for the model’s network structure enhance its feature extraction and
fusion abilities.
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This paper also records the changes in detection accuracy curves during the train-
ing phase of the model before and after network improvements, as shown in Figure 9.
Compared to the baseline model, the improved model exhibits higher accuracy in the
medium-to-high confidence ranges, indicating a higher recall rate in scenarios close to real-
world applications. Additionally, during the training phase, the improved model achieves
higher mAP50:95 values, demonstrating better accuracy performance when the model train-
ing converges under the same conditions. The experiments show that the improvement
strategies proposed in this paper contribute to enhancing the model’s detection accuracy.
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Appropriate loss functions often improve a model’s detection performance. To verify
the effectiveness and rationality of the loss function selected in this paper for enhancing
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model accuracy in real-world barcode detection tasks, various loss functions such as
CIoU [27], EIoU [28], SIoU [29], Focaler-EIoU, and Focaler-SIoU were tested, and relevant
experimental information was recorded. The experimental results are shown in Table 3.
The table indicates that, compared to EIoU and SIoU, when the model uses CIoU as the
loss function for bounding box regression, it achieves higher recall and mAP50:95 values
of 93.5% and 74.6%, respectively. Furthermore, when the model employs Focaler-IoU,
it selectively weights difficult and easy samples during the training phase, resulting in
improved model accuracy. Specifically, Focaler-EIoU improves recall and mAP50:95 by
0.5% and 0.5% compared to EIoU, Focaler-SIoU enhances recall and mAP50:95 by 2.5% and
0.4% compared to SIoU, and Focaler-CIoU boosts recall and mAP50:95 by 1.0% and 0.7%
compared to CIoU. The experiments demonstrate that the differential treatment of difficult
and easy samples in Focaler-IoU helps improve the model’s detection accuracy.

Table 3. Detection accuracy of the improved model under different loss functions.

Methods Recall (%) mAP50:95 (%)

CIoU 93.5 74.6
IoU EIoU 92.2 73.4

SIoU 91.7 73.2

EIoU 92.7 (+0.5) 73.9 (+0.5)
Focaler-IoU SIoU 94.2 (+2.5) 73.6 (+0.4)

CIoU(Ours) 94.5 (+1.0) 75.3 (+0.7)

Considering that different loss functions may impact the quality of the model’s bound-
ing boxes, to further explore the influence of various IoU metrics on the model’s detection
accuracy, the TIDE metric is also employed to evaluate the errors between the model’s pre-
dicted bounding boxes and the ground truth bounding boxes under different loss functions.
Experimental results (as shown in Table 4) indicate that when the model’s detection head
uses Focaler-IoU, the model’s errors decrease. Specifically, for EIoU, the Localization error
decreases by 0.64, the Background error by 0.14, the Missed GT error by 0.29, and the False
Positive error by 0.03; for SIoU, the Localization error drops by 0.11, the Background error
by 0.18, the Missed GT error by 0.39, and the False Positive error by 0.14; for CIoU, the
Localization error decreases by 0.26, the Background error by 0.36, the Missed GT error
by 0.15, and the False Positive error by 0.32. The results suggest that using Focaler-IoU
helps improve the model’s localization and classification of barcodes, reducing errors.
Considering both the detection accuracy of barcodes and the quality of bounding boxes
among different IoUs, the model using Focaler-CIoU exhibits the best overall detection
performance for barcodes, further validating the effectiveness of the improved loss function
strategy proposed in this paper.

Table 4. Comparison of prediction box vs. ground truth box errors for the improved model under
different loss functions (using TIDE metrics).

Methods ELoc ↓ EBkg ↓ EMiss ↓ EFP ↓

IoU
CIoU 0.79 0.89 1.43 1.21
EIoU 0.41 1.10 1.53 1.75
SIoU 0.51 1.29 1.87 1.79

Focaler-IoU
EIoU 0.15 (−0.64) 0.75 (−0.14) 1.04 (−0.29) 1.18 (−0.03)
SIoU 0.40 (−0.11) 1.11 (−0.18) 1.48 (−0.39) 1.65 (−0.14)

CIoU(Ours) 0.53 (−0.26) 0.53 (−0.36) 1.28 (−0.15) 0.89 (−0.32)

4.4. Model Comparison Experiment

To verify the balance between detection performance and model lightweighting
achieved by the barcode detection model designed in this paper for barcode detection
tasks in real-world scenarios, common models in the current object detection field are
selected for comparison experiments. A total of four models, including those from the
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YOLO [30,31] series and RT-DETR [32], are compared with the proposed model. The
experimental results are shown in Table 5. According to Table 5, RT-DETR has the largest
number of parameters and FLOPs, which are 41.9 M and 125.6 G, respectively, but its
detection accuracy and speed are relatively poor. Within the YOLO series, the YOLOv7-tiny
model has the smallest number of parameters and FLOPs, which are 6.01 M and 13.0
G, respectively, with a recall rate of 91.8% and an mAP50:95 of 66.7%. YOLOv10s has
the fastest inference speed, with an FPS value of 244. Compared with other models, the
improved model proposed in this paper has the smallest number of parameters and lowest
computational cost while achieving the best detection accuracy and speed.

Table 5. Experimental results of comparative performance analysis for barcode detection using
different models.

Methods Params (M) FLOPs (G) Recall (%) mAP50:95 (%) FPS

Baseline 11.1 28.4 92.7 73.4 210
YOLOv5s 7.02 15.8 91.6 67.8 196

YOLOv7-tiny 6.01 13.0 91.8 66.7 208
RT-DETR-R50 41.9 125.6 90.0 72.8 85

YOLOv9s 9.6 38.7 92.4 71.3 122
YOLOv10s 7.22 21.4 92.1 70.8 244

Ours 2.86 5.8 94.5 75.3 230

To verify the detection accuracy of the model for barcodes in real-world scenarios,
some barcode images are selected as samples to evaluate the detection results of different
models. Figure 10 shows the comparison results of some models for barcode detection.
As can be seen from the figure, Baseline, YOLOv5s, RT-DETR, YOLOv9s, and YOLOv10s
exhibit varying degrees of missed detections, false detections, and repeated detections.
YOLOv7-tiny has poor boundary determination for barcode bounding boxes. Compared
with other models, the improved model, due to the incorporation of a linear attention
mechanism, is able to extract more feature maps related to barcodes, leading to more
accurate barcode recognition and reducing the probability of repeated detections.
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Figure 10. Comparison of detection results for barcodes in real-world scenarios using different
models. The bar code detection model designed in this paper has the best performance.

Furthermore, this paper randomly crops and stitches images in the test set, compiling
a total of 300 barcode images as the total sample for a barcode recognition comparison
experiment. The experimental results are shown in Table 6. According to Table 6, the
proposed model achieves the highest barcode reading success rate of 95.5% among the
images and has the lowest number of missed detections. Based on all experimental results,
the proposed model demonstrates the best overall performance in barcode detection tasks
and outperforms other models in real-world scenarios.

Table 6. Comparison of detection and decoding results for barcodes using different detection models.

Methods Decoding Success Rate (%) Number of Missed Tests

Baseline 93.7 48
YOLOv5s 92.3 58

YOLOv7-tiny 93.4 50
YOLOv9s 93.2 52
YOLOv10s 92.8 55
RT-DETR 91.4 65

Ours 95.5 34

5. Conclusions

For barcode detection tasks in real-world scenarios, this paper proposes a barcode
detection algorithm based on an improved YOLOv8. In the model’s backbone, the Effi-
cientViT Block is utilized to enhance the accuracy of feature extraction. In the model’s
neck, improved C2f modules and ADown modules are employed, optimizing the efficiency
of feature fusion at the convolutional level. Additionally, the model’s detection head is
reconstructed, significantly improving training quality and detection performance with
lower parameter and computational costs. Experimental results indicate that, compared
to the original algorithm, the improved model achieves a 1.8-percentage-point increase
in recall rate, a 1.9-percentage-point improvement in mAP50:95, a 20 frames-per-second
(FPS) increase, a 74.2% reduction in model parameters, and a 79.6% decrease in FLOPs.
The algorithm strikes a good balance between recognition efficiency, recognition accuracy,
algorithm versatility, and deployment costs.

Currently, there is still room for optimization of this model. Researchers will conduct
more experiments to further enhance the model’s feature extraction capabilities, improve
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the efficiency of feature fusion, and refine the model’s network structure, aiming to design
a universal barcode detection model suitable for real-world scenarios.
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