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Abstract

:

In order to solve the problem of structural damage location and degree identification, the weighted mean of vectors algorithm (INFO), a high-performance optimization algorithm, was first introduced to identify structural damage. By comparison with the refined genetic algorithm (RGA), the accuracy and advantages of INFO are analyzed and evaluated. An objective function is constructed by combining the dynamic response transfer ratio without modal analysis. The INFO and RGA algorithms are used to optimize the objective function for damage identification. The simulation results verify the effectiveness of the three damage identification methods. The results show that the identification effect of the INFO algorithm can reach nearly 100% without noise influence, and the anti-noise ability is the strongest. Among the three algorithms, the damage identification accuracy of the INFO algorithm is the highest, followed by the RGA algorithm and the GA algorithm.
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1. Introduction


As more and more large-scale space engineering structures are put into use, it has become a hot topic for engineers and scholars in various countries to establish a matching structural health monitoring system for all-around safety assurance, and one of the most important aspects is how to effectively identify damage to space structures, including damage localization and quantitative analysis of the damage degree.



Damage identification based on the difference in the dynamic properties of the structure before and after damage has been a hotspot of concern in the engineering community. Related technology applications in the field of engineering are numerous; the most famous use of the technology is the 101 building in Taipei, China [1]. This type of strategy determines the location and extent of damage by evaluating the correlation of the dynamic parameters of the healthy and damaged structure, which is essentially an inverse problem, and the finite element model updating technique is often applied to solve this type of inverse problem.



Damage identification methods based on finite element model updating can transform the damage identification problem into a constrained optimization problem, which generally starts with the establishment of an objective function for evaluating the structural relevance of health and damage, and this is subsequently solved using an optimization algorithm to find an optimal solution. However, traditional optimization algorithms, such as the most rapid descent method and the conjugate gradient method, are not only slow to converge but also prone to fall into local optima. Therefore, it is significant for damage identification field to develop and search for more powerful optimization algorithms.



With the rapid development of intelligent optimization algorithms in recent times, more and more scientists have studied this in depth and used it to solve optimization problems in damage identification. Qian, C. Y. et al. [2] utilized an improved cuckoo algorithm, which is an algorithm combining frequency and vibration factors that has a strong global search ability but needs to search parameters manually, for damage identification in benchmark frames with significant results. Vaez, S. R. H. et al. [3] proposed a hybrid genetic and particle swarm algorithm for damage identification in damaged thin-plate models and achieved good results; the algorithm was found to have strong search capabilities and a fast convergence speed, although it takes a long time for a single iteration. Wan, Z. H. et al. [4] proposed a two-stage damage identification method based on the augmented whale algorithm to successfully identify multiple occurrences of damage in simply supported beams with thin plates; this is a new algorithm with strong search capabilities and robustness, although the accuracy is not as good as the best algorithms. Mohan, S. C. et al. [5] successfully localized and quantified the damage in beams and planar frames using a damage detection technique based on the frequency response function and particle swarm algorithm, but some evaluations of the performance of this technology were missing. Miguel, L. F. F. et al. [6] proposed a hybrid stochastic/deterministic optimization algorithm for damage identification, which is more accurate and efficient in identifying damage when compared with genetic, harmonic, and particle swarm algorithms. Ding, Z. H. et al. [7] proposed a damage identification method based on the artificial bee colony algorithm with a hybrid search strategy and modal data and successfully identified damage in a truss model and a plate model; they were also able to achieve a balance between global and local searches to avoid falling into an local optimal solution with dependencies on parameter selection. Pan, C. D. et al. [8] proposed a damage identification method based on a hybrid adaptive firefly algorithm and verified the validity of the proposed method using a two-story rigid frame structure and beam model, but the results showed that the performance improvement of this algorithm was not obvious compared with other algorithms. Chen, Z. P. et al. [9] embedded the Nelder–Mead algorithm into a particle swarm algorithm to obtain a hybrid particle swarm algorithm and used it for damage identification, and they verified the effectiveness and superiority of the method through the numerical simulation of simply supported beams as well as experiments on rectangular cross-section steel beams; however, because PSO required a lot of calculations, the calculation time was greatly extended. Guilherme, F. G. et al. [10] proposed an optimization algorithm based on sunflower motion and successfully identified damage in composite laminates by this algorithm. It tracks the sun’s movement patterns and fertilization strategies by simulating sunflowers. The algorithm performed the global search by updating the position and limiting the maximum stride length. The results show that SFO had good accuracy and calculation speed performance in damage identification. Alkayem, N. F. et al. [11] proposed a damage identification method based on the social swarm algorithm, modal strain energy, and modal vibrational curvature and verified the effectiveness of the method by a numerical simulation without noise analysis or a performance evaluation. Huang, M. S. et al. [12] proposed a damage identification method based on the modal frequency strain energy assurance criterion, modal flexibility, and enhanced moth flame optimization algorithm and verified the effectiveness of the method using simply supported beams and triple-shear frame experiments, which showed that this method had good performance in simplicity and convergence speed, although the global search ability was not outstanding, and there was a lack of suitable reference comparisons. Minh, H. L. et al. [13] proposed an augmented particle swarm algorithm for solving the damage identification problem and successfully applied the method to the damage identification of power transmission towers; however, the structure of transmission towers has its particularity, so the universality of this method had not been verified. Li, X. L. et al. [14] proposed a multi-component particle swarm algorithm with cooperative learning for damage identification, which fuses four particle swarm algorithm variants to build a pool of strategies, and the numerical simulation results show that the algorithm possesses higher accuracy in damage identification compared with a single variant and other algorithms; however, it comes at the cost of a huge increase in computing time. Li, Y. F. et al. [15] proposed a hybrid K-clustering mean optimization algorithm and used it for the identification of damage in small experimental dams, and the results show that this algorithm has high accuracy and computational efficiency for the identification of large and complex structures. Thanh, S. T. et al. [16] proposed the Goby joint search algorithm and used it for damage identification in Guangzhou Tower; the results show that this algorithm has higher damage identification accuracy compared with GAs, genetic particle swarm hybrid algorithms and others. Muhammad, I. S. et al. [17] proposed a damage identification method based on a hybrid YUKI-ANN algorithm with a modal strain energy change ratio and successfully applied it for damage identification in plywood, but there was no systematic evaluation of this method.



In previous research, the application of INFO [18] in damage identification has been relatively rare. The INFO algorithm is an efficient optimization tool that effectively explores the solution space and quickly converges to the global optimum through a weighted average method, while also having an improved mechanism to enhance its search capabilities and accuracy. As a relatively new algorithm, INFO has not been accurately evaluated for its potential application, performance, and advantages and disadvantages in identifying the direction of loss. In addition, most of the literature only carried out a simple application of the adopted method and did not refer to existing methods for a detailed evaluation and guidance of the adopted algorithms.



In this paper, a high-performance optimization algorithm—INFO—is introduced to establish an objective function. An objective function based on the dynamic response transfer ratio is established, and the weighting factor calculated by the damage classification is used to balance the sensitivity of each part of the function to damage. Next, the RGA is obtained by adding an improved non-uniform mutation method, improved mutation rate method, and cross-rate change method [19] to the genetic algorithm. The RGA algorithm is then used as a reference to evaluate the effect of INFO. Finally, taking simply supported beams and cantilever plates as objects, GA, RGA, and INFO are utilized to identify a variety of damage cases under different levels of noises and different spacings of frequency-point pickup points to verify the effectiveness of the methods and to compare the damage identification effect of the algorithms.




2. Weighted Mean of Vectors


INFO is a new type of intelligent algorithm proposed by Dr. Ahmadianfar et al. in 2022. The algorithm applies the improved weighted mean idea to the entity structure and updates the solution vector through three core steps: updating the rules, combining the vectors, and performing a local search. The algorithm has characteristics of high speed and high accuracy and is simple, effective and robust. At the same time, it can effectively avoid the local optimal situation. Most importantly, it is a sufficiently novel and open-source algorithm to make it a suitable reference algorithm. The specific implementation process is described as follows (Figure 1 depicts the flow of the INFO).



2.1. Updating Rule Stage


INFO’s updating rule operator uses the weighted mean of the vectors to create new vectors and performs an efficient global search in this way. Firstly, INFO has to randomly select three difference vectors from all the solution vectors of each generation to calculate the vector-weighted mean value    W M    1   i t    ; at the same time, it selects the best-, better-, and worst-solution vectors of the total solution vectors to calculate the vector-weighted mean value    W M    2   i t    . These can be expressed, respectively, as


   W M    1   i t   = s c ⋅    r  h 1  ⋅     u   g x   i t   −   u   g y   i t     + r  h 2  ⋅     u   g i   i t   −   u   g z   i t     + r  h 3  ⋅     u   g y   i t   −   u   g z   i t       r  h 1  + r  h 2  + r  h 3  + e p    + e p ⋅ r a n  d 1  ⋅  o e   



(1)






   W M    2   i t   = s c ⋅    r  h 4  ⋅     u   bs   i t   −   u   bt   i t     + r  h 5  ⋅     u   bs   i t   −   u  w  i t     + r  h 6  ⋅     u   bt   i t   −   u   ws   i t       r  h 4  + r  h 5  + r  h 6  + e p    + e p ⋅ r a n  d 2  ⋅  o e   



(2)




where


      r  h 1  = cos   obj     u   g x   i t     − obj     u   g y   i t     + π   ⋅ exp   −      obj     u   g x   i t     − obj     u   g y   i t       max   obj     u   g x   i t     , obj     u   g y   i t     , obj     u   g z   i t                    r  h 2  = cos   obj     u   g x   i t     − obj     u   g z   i t     + π   ⋅ exp   −      obj     u   g x   i t     − obj     u   g z   i t       max   obj     u   g x   i t     , obj     u   g y   i t     , obj     u   g z   i t                    r  h 3  = cos   obj     u   g y   i t     − obj     u   g z   i t     + π   ⋅ exp   −      obj     u   g y   i t     − obj     u   g z   i t       max   obj     u   g x   i t     , obj     u   g y   i t     , obj     u   g z   i t                    r  h 4  = cos   obj     u   g s   i t     − obj     u   g t   i t     + π   ⋅ exp   −      obj     u   g s   i t     − obj     u   g t   i t       o b j     u   w s   i t                  r  h 5  = cos   obj     u   g s   i t     − obj     u   w s   i t     + π   ⋅ exp   −      obj     u   b s   i t     − obj     u   w s   i t       o b j     u   w s   i t                  r  h 6  = cos   obj     u   b t   i t     − obj     u   w s   i t     + π   ⋅ exp   −      obj     u   b t   i t     − obj     u   w s   i t       o b j     u   w s   i t                 








In the above expressions,   obj   u     is the value of the objective function, and     u   g x   i t    ,     u   g y   i t    , and     u   g z   i t     are individuals in the   i t  th generation. The variables   g x  ,   g y  , and   g z   are different integers randomly chosen from the range     0 , 1    ;   N P   is the population size;   e p   is an infinitesimal constant;   r a n d 1   and   r a n d 2   are random numbers within the range     0 , 1    ;    o e    is a vector whose all elements are 1;     u   b s   i t    ,     u   b t   i t    , and     u   w s   i t     are the best, better, and worst individuals in the   i t  th generation, respectively; and   s c   is a scaling factor, which can be expressed as follows:


  s c =   4   rand  3  − 2   ⋅ exp   −    4 i t   Maxit       



(3)




where     rand  3    is a random number within the range     0 ,   1    , and   Maxit   is the maximum number of evolutionary generations.



Next, INFO uses    W M    1   i t     and    W M    2   i t     to construct the   MeanRule  , which can be expressed as follows:


  MeanRule = θ ⋅    W M   t   + ( 1 − θ )  ⋅    W M   2   2   



(4)




where  θ  is a random number within the range     0 ,   0.5    . Finally, to further improve the global search capability of the algorithm, an additional convergence acceleration module is added, which makes full use of the optimal solution vectors in each generation to change the current solution vectors in the search space. Therefore, the final update rule formula for INFO is expressed as follows:


      c z   1    n u   i t   =           u    n u   i t   + σ ⋅ MeanRule +  randn 1  ⋅     (    u   bs   i t    −    u   g x   i t    )   ( obj (   u   bs   i t   ) − o b j (   u   g x   i t   ) + 1 )          rand   4   < 0.5           u    g x   i t   + σ ⋅ MeanRule +  randn 2  ⋅     (    u   g y   i t    −    u   g z   i t    )   ( obj (   u   g y   i t   ) − obj (   u   g z   i t   ) + 1 )          rand   4   ≥ 0.5         



(5)






      c z   2    n u   i t   =           u    b s   i t   + σ ⋅ MeanRule +  randn 3  ⋅     (    u   g x   i t    −    u   g y   i t    )   ( obj (   u   g x   i t   ) − o b j (   u   g y   i t   ) + 1 )          rand   4   < 0.5           u    b t   i t   + σ ⋅ MeanRule +  randn 4  ⋅     (    u   g x   i t    −    u   g y   i t    )   ( obj (   u   g x   i t   ) − obj (   u   g y   i t   ) + 1 )          rand   4   ≥ 0.5         



(6)




where    c z    1   n u   i t     and    c z    2   n u   i t     are the new solution vectors of the   i t  th generation;   n u = 1 , 2 , … , N P   and   n u ≠ g x ≠ g y ≠ y z  ; and     u   n u   i t     represents any random individual except     u   g x   i t    ,     u   g y   i t    , and     u   g z   i t     in the   i t  th generation.     randn  4    is a random number within the range     0 ,   1    , and     randn  1   ,     randn  2   ,     randn  3   , and     randn  4    are standard normally distributed random numbers.  σ  is the scaling factor, which can be expressed as follows:


  σ =   4   rand  5  − 2   ⋅ exp   −    4 i t   Maxit       



(7)




where     rand  5    is a random number within the range     0 ,   1    .




2.2. Vector Combining Stage


To improve the local search capability of INFO, the solution vectors    c z    1   n u   i t     and    c z    2   n u   i t     computed in the updating rule stage are combined to generate a new solution vector      c v    n u   i t    , which can be expressed as follows:


  c  v  n u   i t   =       c z  1  n u   i t   + n s ⋅   c z  1  n u   i t   − c z  2  n u   i t           rand  6  < 0.5   and     rand  7  < 0.5       c z  2  n u   i t   + n s ⋅   c z  1  n u   i t   − c z  2  n u   i t           rand  6  < 0.5   and     rand  7  ≥ 0.5         u   n u   i t         rand  6  ≥ 0.5        



(8)




where   n s = 0.05     randn  5   ,     randn  5    is a standard normally distributed random number, and     randn  6    and     randn  7    are random numbers within the range     0 , 1    .




2.3. Local Search Stage


The local search stage will create a new solution vector      c v s    i t     based on the mean rule, which further enhances the local search capability of INFO, and the specific implementation formula can be expressed as:


      c v s    i t    =          u   bs   i t    +   randn 6  ⋅ ( MeanRule +  randn 7  ⋅ (    u   bs   i t    −    u   gx   i t   ) )         rand  8  < 0.5   and     rand  9  < 0.5          u   md   i t    +   randn 8  ⋅ ( MeanRule +  randn 9  ⋅ (    v s  1  ⋅   u   bs   i t    −    v s  2    u   md   i t   ) )         rand  8  < 0.5   and     rand  9  ≥ 0.5        



(9)




where


    u   md  i  = ϕ ⋅        u   g x   i t   +   u   g y   i t   +   u   g z   i t      3   + ( 1 − ϕ ) ⋅   ϕ ⋅   u   b t   i t   + ( 1 − ϕ ) ⋅   u   bs   i t      










   v  s 1  =       2   rand   10       η > 0.5      1    η ≤ 0.5         ,   v  s 2  =         rand   11       η > 0.5      1    η ≤ 0.5         








where  ϕ ,     rand  8   ,     rand  9   ,  η ,     rand   10    , and     rand   11     are random numbers within the range     0 , 1    , and     rand  6   ,     rand  7   ,     rand  8   , and     rand  9    are standard normally distributed random numbers.





3. Genetic Algorithm Refinement


The GA has strong global search performance and high efficiency and robustness, but subsequent studies have also shown that the GA performs poorly in local searches, and the algorithm itself is prone to immature, slow convergence, degradation and other problems [20]. To address these problems, this paper improves the mutation operator, crossover, and mutation rate. The operations of the RGA are as follows (Figure 2 depicts the flow of the RGA).



3.1. Selection and Crossover


The selection operation in the paper adopts roulette wheel selection, while adding the elitism retention strategy. Roulette wheel selection and elitism are common operations and strategies in GAs. The roulette selection method is a selection process in which the probability of each individual being selected is proportional to its fitness. The higher the individual’s fitness, the greater the chance of being selected. This approach mimics the “survival of the fittest” principle of natural selection. The elite retention strategy refers to the fact that in each generation of the population, a certain number of the best individuals (elite) are copied directly to the next generation to ensure that good genes are not lost. This helps the algorithm maintain the good solutions it has already found and may avoid premature convergence. The crossover operation adopts arithmetic crossover, which selects any two bodies in the parent generation for linear combination to produce a new individual, which can be expressed as:


          G   A 1   g t + 1   = λ ⋅   G   A 2   g t   + ( 1 − λ ) ⋅   G   A 1   g t           G   A 2   g t + 1   = λ ⋅   G   A 1   g t   + ( 1 − λ ) ⋅   G   A 2   g t          



(10)




where   A 1   and   A 2   represent two different individuals,     G   A 1   g t     and     G   A 2   g t     are the individuals of the   g t  th generation,     G   A 1   g t + 1     and     G   A 2   g t + 1     are the individuals of the   g t + 1  th generation, and  λ  is a random number within the range     0 ,   1    . To ensure that the crossover individuals do not exceed the specified range, a bounding judgment is added. Figure 3 displays the arithmetic crossover.




3.2. Mutation


In this paper, the RGA uses a modified non-uniform mutation approach, which is a mutation operation that allows large variations in the early stages of the algorithm to facilitate a global search while reducing the amplitude of variation in the later stages to refine the search and find more precise solutions, randomly selecting individuals and generating a non-uniform perturbation to them that varies according to the number of evolutionary generations to improve the algorithm’s ability to search for the focal region. After processing and calculation, the improvement can be expressed as


    G   new   g t   =         G   old   g t   +   G   old   g t   ⋅  λ 1  ⋅     1 −   ( g t / M a x g )   0.84       t b        λ 2  ≥ 0.5         G   old   g t   −   G   old   g t   ⋅  λ 1  ⋅     1 −   ( g t / M a x g )   0.84       t b        λ 2  < 0.5        



(11)




where     G   old   g t     and     G   new   g t     denote the unmutated and mutated individuals in the   g t  th generation, respectively;   M a x g   is the maximum number of generations;    λ 1    and    λ 2    are random numbers within the range     0 , 1    ; and   t b   is a suitable perturbation parameter, which is taken as 3.7 in this paper. To ensure that the new individuals, after mutation, will not exceed the specified range, this step also requires boundary judgment.




3.3. Mutation Rate and Crossover Rate


In this paper, the RGA adopts a modified crossover rate and mutation rate change method, in which, on the one hand, the exponential function is used to increase the strength of crossover and mutation to increase the diversity of the population so as not to let the population tend to a single dominant individual and fall into the local optimum, and, on the other hand, the good individuals will be retained due to the small crossover rate and mutation rate, and the poor individuals will disappear rapidly due to the large mutation rate and crossover rate. After processing and calculation, the modified mutation rate and crossover rate change methods can be expressed as follows:


  P  I c  =         0.84     (     f i  t  max   − f i  t  a v g     f i  t  a v g   − f i  t  min   + e p s     )  2     ,         fit   max      − fit    avg       fit   avg      − fit    min    + eps     <    1 andpop   1  ≥   pop  2        o t h e r w i s e       p  i  c 1   −      p  i  c 1   − p  i  c 2       f i  t  w b   − f i  t  min       f i  t  max   − f i  t  min             



(12)






  P  I m  =         0.12     (     f i  t  max   − f i  t  a v g     f i  t  a v g   − f i  t  min   + e p s     )  2     ,         fit   max      − fit    avg       fit   avg      − fit    min    + eps     <    1 andpop   1  ≥   pop  2        o t h e r w i s e       p  i  m 1   −      p  i  m 1   − p  i  m 2       f i  t  w 1   − f i  t  min       f i  t  max   − f i  t  min             



(13)




where   P  I c    and   P  I m    represent the crossover rate and mutation rate, respectively;   p  i  c 1     and   p  i  c 2     are the crossover calculation coefficients with values of 0.9 and 0.6, respectively;   p  i  m 1     are   p  i  m 2     the variation calculation coefficients with values of 0.1 and 0.01, respectively;   f i  t  max     and   f i  t  min     denote the maximum and minimum fitness values of individuals in the population, respectively;   f i  t  a v g     denotes the mean value of the population fitness;   f i  t  w b     denotes the larger fitness value of the two individuals that are about to cross;   f i  t  w 1     denotes the fitness value of the individual that is about to take part in the mutation;   p o  p 1    and   p o  p 2    denote the number of individuals in the population with higher and lower fitness values than the population mean, respectively; and   e p s   is an infinitesimal positive integer.





4. Objective Function


The use of intelligent algorithms to localize and quantify structural damage requires the establishment of a corresponding objective function. The objective function is composed of the dynamic response transfer ratio and modal assurance criterion, which can improve the accuracy and robustness of the identification. Meanwhile, since the dynamic response transfer ratio is independent of the input at the system poles, the modal parameters of the system can be identified from the response data, even if the input is unknown. The dynamic response transfer ratio is combined with the modal assurance criterion [21] to define the following assurance criterion function of the transfer ratio   T F A C  ω   , and the dynamic response transfer ratio is combined with the amplitude correlation coefficient [22] to define the following amplitude correlation function of the transfer ratio   T F A C  ω   , which can be expressed as


  T F A C ( ω ) =           T F   T  ( ω )  T F  ( ω ,  α  )    2         T F   T  ( ω )  T F  ( ω )        T F   T  ( ω ,  α  )  T F  ( ω ,  α  )       



(14)






  T F A L ( ω ) =    2 ⋅      T F   T  ( ω )  T F  ( ω ,  α  )          T F   T  ( ω )  T F  ( ω )   +      T F   T  ( ω ,  α   ) TF (  ω ,  α  )       



(15)




where    T F  ( ω )   is the dynamic response transfer ratio vector measured, and    T F  ( ω ,  α  )   is the dynamic response transfer ratio vector calculated based on the finite element modeling theory. The objective function is established based on   T F A C  ω    and   T F A L  ω   , which can be expressed as


  o b  j 1  =  η 1  ⋅ B  J 1  +  η 2  ⋅ B  J 2   



(16)




where


   B  J 1  =   ∑  i = 1   n u m      1 − T F A C    ω z          ,   B  J 2  =   ∑  i = 1   n u m      1 − T F A L    ω z          








and   n u m   is the number of selected frequency points,   T F A C    ω z      is the assurance criterion function value of the transfer ratio at the given frequency    ω z   , and   T F A L    ω z      is the amplitude correlation function value of the transfer ratio at the given frequency    ω z   .    η 1    and    η 2    are the different weighting factors.




5. Weighting Factors and Mean Error


Since the assurance criterion function and the amplitude correlation function of the dynamic response transfer ratio have different sensitivities to damage, it is likely that damage will lead to large differences in the values of   B  J 1    and   B  J 2   . This can easily lead to intelligent algorithms taking one part of the objective function as the dominant part of the constrained optimization problem when solving the problem, which, in turn, significantly weakens the role of the other part of the objective function.



In this paper, according to the method described in the literature [23], the weighting factors are calculated and substituted into the objective function so as to weaken the numerical difference between   B  J 1    and   B  J 2    and make the intelligent algorithm solution more accurate. The specific calculation method is expressed as follows:


   η 1  =      ∑  n a = 1   n x      ∑  n b = 1   n y      B  J 2  n a , n b         /   B  J 1  n a , n b         ∑  n a = 1   n x      ∑  n b = 1   n y      B  J 2  n a , n b         /   B  J 1  n a , n b     + n  x 2      



(17)




where   n x   is the number of units in the structure division,   n y   is the number representing the level of damage grading,   B  J 1  n a , n b     and   B  J 2  n a , n b     are the values of   B  J 1    and   B  J 2    for the   n a  th unit at damage level   n b  , respectively. A total of ten levels of damage grading were chosen for this paper, being unit damage levels of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.99, in descending order.



In order to evaluate the accuracy of the intelligent algorithm in identifying the damage degree of the preconfigured damage units (the target damage units in this paper refer to the preconfigured damage units in the damage cases) in each damage case in the simulation, the mean error is introduced, which is denoted as


  E m =   1  n e      ∑  φ = 1   n e         α φ  th   −  α φ  re      α φ  th         × 100 %  



(18)




where    α φ  th     and    α φ  re     denote the preconfigured damage degree of the  φ th preconfigured damage unit and the damage degree identified by the algorithm under a certain case, respectively, and   n e   denotes the number of preconfigured damage units in the case.




6. Numerical Simulation


In order to verify the identification accuracy of the damage identification method based on the RGA and INFO under different levels of noise and different frequency-point spacings, a numerical case study was carried out in MATLAB for simply supported beams and cantilever plates (the damage identification results in this paper are the average values obtained after ten runs). Because it is easy to simulate damage in simply supported beams and cantilever plates, and they have the advantages of a simple structure, strong representation, wide application background, and obvious damage effects, they were taken as research objects. In addition, the mutation rate and crossover rate of the standard GA as a comparison were set to 0.2 and 0.4, respectively, and the number of populations and iterations of the three algorithms were set to 120 and 800, respectively. The acceleration response signal added white noise, which can be expressed as follows:


  A c  c 1  = A c  c 0  ⋅ ( 1 + n o i ⋅ r d n )  



(19)




where   A c  c 1    and   A c  c 0    are the acceleration response signals before and after the noise interference, and   n o i   is the noise level, which is a standard normally distributed random number.



6.1. Simulation of a Simply Supported Beam


The model of the simply supported beam is shown in Figure 4. Its one section is fixed, and the bottom end of the other section is connected to a movable hinge support. The beam has an axial length of 1.2 m and is divided into 12 units, and the cross-section is a rectangle with a width of 0.05 m and a height of 0.015 m. The modulus of elasticity of the material is set to 2.061011 Pa, while Poisson’s ratio is 0.3, and the density is 7850 kg/m3. The first five orders of the nature frequencies of the model are 24.19 Hz, 96.66 Hz, 217.07 Hz, 384.76 Hz, and 598.42 Hz.



Two damage cases, as shown in Table 1, are set up in the model of the simply supported beam. The numbers after “/” in Table 1 and the subsequent tables represent the degree of damage of the unit.



In the simulation, single-point excitation is applied to node 3 of the model, and the Y-direction transfer ratio of each node substituted into the objective function is calculated with the Y-direction acceleration response of node 2 as a reference. The frequency range of the objective function is taken from 1 Hz to 400 Hz (including the first four orders of the nature frequencies of the model), and 400 frequency points are taken at equal intervals of 1 Hz in the frequency range.



The three intelligent algorithms were used to identify the damage in the two damage cases of the simply supported beam in Table 1 in the absence of noise, and the results of the damage identification in each beam unit in Case 1 and Case 2 are shown in Figure 5 and Figure 6, and the results of the identification of the target damage unit are shown in Table 2.



It can be observed from Figure 5 and Figure 6 that the three algorithms can accurately locate the damage in Case 1 and Case 2 without noise interference, and none of the three algorithms have obvious misjudgment units.



Further analysis of Table 2 shows that the mean errors of the target damage units identified by GA and RGA in Case 1 are 1.94% and 1.09%, while in Case 2, they are 2.02% and 1.60%, respectively, while INFO has the highest identification accuracy without obvious errors for the two cases.



However, the measured response data will inevitably be affected by different levels of noise in practical engineering applications. Two levels of noise (1% and 3%) were added to Case 1, and the damage identification results for each beam unit under the influence of these different levels of noise are shown in Figure 7 and Figure 8, respectively.



From Figure 7 and Figure 8, it can be seen that all the three algorithms accurately identify the damage location in the simply supported beam under the influence of 1% as well as 3% noise, but only under the influence of 3% noise is there a significant misjudgment by the GA in the damage identification of the simply supported beam model at units 1, 2 and 12.



Figure 9 shows the damage identification results for each unit when 10% noise was added to Case 1.



From Figure 9, it can be seen that under the influence of 10% noise, the three algorithms’ damage identification results are significantly worse compared with ones under the influence of 1% and 3% noise, and there are many obvious misjudgment units; GA is relatively more affected by this level of noise, while the other two algorithms’ damage identification results are better than that of GA.



The identification results under the influence of 1%, 3%, and 10% noise are shown in Table 3.



Table 3 (Case 1) shows that under the influence of 1%, 3%, and 10% noise, the mean errors of the target damage units identified by the GA are 7.74%, 16.68%, and 59.31%, while those identified by the RGA are 6.52%, 12.39%, and 38.40% and those identified by INFO are 1.67%, 5.18%, and 31.29%, respectively. It can be seen that INFO has the highest accuracy while RGA has the second highest, and GA has the lowest accuracy in identifying the damage degree of the target unit. The mean error of the three algorithms in identifying the damage in the target unit in Case 1 increases significantly when the results of the 10% noise are compared with those with 1% and 3% noise, which is mainly due to the fact that too high a level of noise seriously affects the transfer ratio obtained and, ultimately, results in the failure to obtain a more accurate damage degree of the target unit, even if the value of the objective function converges more closely to the global optimum.



Subsequently, the same noise in Case 1 was added to Case 2, and the results of the damage identification of each unit under the influence of the three different levels of noise are shown in Figure 10, Figure 11, and Figure 12, respectively.



From Figure 10 and Figure 11, it can be seen that the three algorithms can accurately identify the damage location in the simply supported beam under the influence of 1% and 3% noise. Compared with the aforementioned Case 1 (simply supported beam), under the influence of 3% noise, damage identification using the GA does not result in obvious misjudgment units, mainly because the damage degree of the damage unit in Case 2 is larger, and the identification is not easily affected by the noise.



Further studies were carried out by adding 10% noise to the Case 2 (simply supported beam), and the results of the damage identification for each beam unit are shown in Figure 12.



From Figure 10, Figure 11 and Figure 12, it can be seen that there is the same pattern as for Case 1. But under the influence of 3% noise, the results are not the same as for Case 1; damage identification using the GA does not appear to present obvious misjudgment units, mainly because the damage degree of the damage unit in Case 2 is larger, and the identification results are not easily affected by the noise.



The results of identifying the target damage units (Case 2) under the influence of 1%, 3%, and 10% noise are shown in Table 4.



Table 4 (Case 2) shows that under the influence of 1%, 3%, and 10% noise, the mean errors of the target damage units identified by the GA are 7.10%, 9.67%, and 32.43%, while they are 5.75%, 7.31%, and 24.09% by the RGA, and 1.00%, 3.82%, and 17.24% by INFO, respectively. Comparing the mean errors, it can be seen that INFO has the highest accuracy in identifying the damage degree of the target unit, while RGA has the second highest accuracy, and GA has the lowest accuracy.



In the aforementioned simulation, more frequency points in a larger frequency range were used, leading to increased computation. So, reducing the frequency points was considered. Keeping the frequency range from 1 Hz to 400 Hz unchanged, the following three scenarios were simulated for Case 2: (1) Taking points at equal intervals of 2 Hz for a total of 200 frequency points. (2) Taking points at equal intervals of 4 Hz for a total of 100 frequency points. (3) Taking points at equal intervals of 8 Hz for a total of 50 frequency points. The damage identification results from adding 3% noise are shown in Figure 13 and Table 5.



From Figure 13, it can be observed that under the influence of the same noise, the three algorithms obtained slightly worse damage identification results for each beam unit at the 2 Hz spacing than at the 1 Hz spacing (aforementioned results in Figure 11), but there is no obvious difference in the identification results when comparing the 4 Hz and 8 Hz spacings.



Table 5 shows that under the influence of the same noise, the mean errors of the target damage identified by the three methods are 13.44%, 12.35%, and 6.26% at a 2 Hz spacing, 15.79%, 13.13%, and 6.47% at a 4 Hz spacing, and 21.11%, 17.36%, and 8.06% at an 8 Hz spacing, respectively. The identification accuracy for the three algorithms becomes lower and lower with the gradual increase in the taking-point spacing within the same frequency range, and the identification accuracy of INFO is the highest, with the second highest identification accuracy for the RGA, and the lowest identification accuracy for the GA.




6.2. Simulation of the Cantilever Plate


The cantilever plate model is shown in Figure 14, with its left end fixed. The length, width, and thickness of the cantilever plate are 0.5 m, 0.3 m, and 0.004 m, respectively; the density of the structural material is 7850 kg/m3; the modulus of elasticity is   2.06 ×   10   11     Pa; the Poisson ratio is 0.3; and it is divided into 15 plate-shell units, with the length and width of each unit being 0.1 m, and the left edge of the plate is fixed. The first five orders of its nature frequencies are 13.61 Hz, 50.21 Hz, 85.46 Hz, 167.02 Hz, and 236.78 Hz. The numbers above the nodes of the units are the node numbers, and the numbers inside the circles are the cell unit numbers.



The cantilever plate model is set up with two damage cases, as shown in Table 6.



In the simulation, a single-point excitation is applied to node 18 of the cantilever plate model, and the Z-direction transfer ratio of each node substituted into the objective function is calculated, with the Z-direction acceleration response of node 20 as a reference. The frequency range of the objective function is taken from 11 Hz to 240 Hz (including the first five orders of the nature frequency of the model), and 230 frequency points are taken at equal intervals of 1 Hz.



The three intelligent algorithms were used to identify the damage in the two damage cases using the cantilever plate without adding noise, as in Table 6. The results of the damage identification in Case 3 and Case 4 are shown in Figure 15 and Figure 16 and Table 7.



It can be observed from Figure 15 and Figure 16 that the three intelligent algorithms can accurately localize the two damage sites in Case 3 and the three damage sites in Case 4 without any obvious misjudgment unit in the absence of noise interference.



Table 7 shows that the mean errors of the target damage units identified by the GA and the RGA in Case 3 are 7.82% and 7.38%, and 3.36% and 3.11% in Case 4, respectively, whereas there are significant identification errors in both cases for INFO.



Then, 1%, 3%, and 10% noise was added to the cantilever plate damage in Case 3. The results of damage identification under the influence of the three different levels of noise are shown in Figure 17, Figure 18, and Figure 19, respectively, and summarized in Table 8.



From Figure 17, Figure 18 and Figure 19, it can be seen that under the influence of 1% and 3% noise, the GA, RGA and INFO can accurately locate the damage position in the cantilever plate; of these, INFO has the best damage identification results without significant misjudgment units, while more significant misjudgment units are found for both the GA and the RGA. However, under the influence of 10% noise, there are many obvious misjudgment units for the three methods.



Table 8 (Case 3) shows that under the influence of 1%, 3%, and 10% noise, the mean errors of the target damage units identified by the GA are 14.18%, 28.64%, and 62.47%, 12.77%, 24.02%, and 52.34% by the RGA, and 2.90%, 6.80%, and 45.65% by INFO, respectively. It can be seen that INFO has the highest accuracy, the RGA has the second highest accuracy, and the GA has the lowest accuracy.



The results of damage identification after adding 1%, 3%, and 10% noise to Case 4 are shown in Figure 20, Figure 21, and Figure 22, respectively, and summarized in Table 9.



From Figure 20, Figure 21 and Figure 22, it is observed that the GA, RGA and INFO are able to accurately locate the damage position in the cantilever plate (Case 4) under 1% as well as 3% noise influence. Under 3% noise, the GA and RGA have more significant misjudgments at units 2 and 6, and INFO has significant misjudgment at unit 2, while under the influence of 10% noise, there are many obvious misjudgment units for the three methods.



Table 9 (Case 4) shows that under the influence of 1%, 3% and 10% noise, the mean errors of the target damage units identified by GA are 9.46%, 15.22% and 31.54%, 8.38%, 13.19%, and 28.17% by RGA, and 1.40%, 5.78%, and 23.32% by INFO, respectively. It can be seen that INFO has the highest accuracy in identifying the damage degree of the target unit, the RGA has the second highest accuracy, and the GA has the lowest accuracy.



Keeping the frequency range from 11 Hz to 240 Hz unchanged, the following three scenarios were simulated for Case 4 of the cantilever plate (adding 3% noise): (1) Taking points at equal intervals of 2 Hz for a total of 115 frequency points. (2) Taking points at equal intervals of 4 Hz for a total of 58 frequency points. (3) Taking points at equal intervals of 8 Hz for a total of 29 frequency points. The damage identification results are shown in Figure 23, and the target damage unit identification results are shown in Table 10.



From Figure 23, it can be observed that under the influence of the same noise, the three algorithms can identify the damage location of the cantilever plate for three kinds of taking-point spacings, and the three algorithms obtained slightly worse damage identification results for each plate unit at the 2 Hz spacing than the results of the aforementioned 1 Hz spacing (Figure 21), but there is no obvious advantage in comparison with the identification results obtained at the 4 Hz spacing, while identification results for the 4 Hz spacing are better than those for the 8 Hz spacing.



Table 10 shows that under the influence of the same noise, when equally spaced at 2 Hz, the mean errors of the target damage units identified for the GA, RGA, and INFO are 17.34%, 16.08%, and 7.95%, while they are 19.26%, 17.67%, and 10.31% when equally spaced at 4Hz, and 24.50%, 20.22%, and 13.55%, when equally spaced at 8Hz, respectively. It can be seen that the identification accuracy of the three algorithms becomes lower and lower with the gradual increase in taking-point spacing within the same frequency range. With the same taking-point spacing, INFO has the highest identification accuracy, RGA has the second highest identification accuracy, and GA has the worst identification accuracy.





7. Conclusions


This paper introduces and evaluates a novel structural damage identification method based on INFO, a sophisticated optimization technique, and compares its performance with the RGA (which is obtained by improving the mutation operator, crossover rate, and mutation rate) and the traditional GA. The paper employs a dynamic response transfer-ratio-based objective function, which is optimized using INFO, the RGA, and the GA to identify damage in numerical models of a simply supported beam and a cantilever plate. By making a comparative analysis of the simulation results, the following are concluded:




	
For most of the same cases, INFO has the highest damage identification accuracy, the RGA has the second highest identification accuracy, and the GA has the lowest identification accuracy. Under various conditions without noise, the recognition accuracy of INFO is almost 100%, while the error of the GA is about 2% and the error of the RGA is about 1.5%.



	
Under the same case, as the noise level gradually increases, the accuracy of damage identification by the algorithms will gradually become lower. For INFO, under the influence of 1% and 3% noise levels, the identification error of the damage degree of the target unit is below 3% and 8%, while under the influence of a 10% noise level, the error is above 30%.



	
Within the same frequency range and with a gradual increase in the frequency-point spacing, the accuracy of the algorithm damage identification gradually decreases, but there is no significant increase in the error for the part of the identification results obtained after the increase in the spacing of the point spacing, and the error is still within an acceptable range.








In conclusion, the INFO algorithm has emerged as a powerful tool for structural damage identification, offering a balance of accuracy, robustness, and efficiency. Its performance surpasses that of the RGA and the GA, making it a promising candidate for further research and practical implementation in structural health monitoring systems. Future work may focus on applying the INFO algorithm to more complex structures, exploring its scalability, and integrating it with other damage identification techniques to enhance its applicability in real-world scenarios.
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Figure 1. Flow of the INFO. 
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Figure 2. Flow of the RGA. 
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Figure 3. Arithmetic crossover. 






Figure 3. Arithmetic crossover.
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Figure 4. Numerical simulation model of the simply supported beam. 
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Figure 5. Damage identification results of each beam unit in Case 1 (no noise). 
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Figure 6. Damage identification results of each beam unit in Case 2 (no noise). 
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Figure 7. Damage identification results for each beam unit under 1% noise (Case 1). 
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Figure 8. Damage identification results for each beam unit under 3% noise (Case 1). 
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Figure 9. Damage identification results for each beam unit under 10% noise (Case 1). 
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Figure 10. Damage identification results for each beam unit under 1% noise (Case 2). 
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Figure 11. Damage identification results for each beam unit under 3% noise (Case 2). 
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Figure 12. Damage identification results for each beam unit under 10% noise (Case 2). 






Figure 12. Damage identification results for each beam unit under 10% noise (Case 2).
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Figure 13. Damage identification results for each beam unit with different frequency points. 
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Figure 14. Cantilever plate model. 
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Figure 15. Damage identification results for each plate unit in Case 3 (no noise). 
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Figure 16. Damage identification results for each plate unit in Case 4 (no noise). 
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Figure 17. Damage identification results for each plate unit under 1% noise (Case 3). 
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Figure 18. Damage identification results for each plate unit under 3% noise (Case 3). 






Figure 18. Damage identification results for each plate unit under 3% noise (Case 3).
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Figure 19. Damage identification results for each plate unit under 10% noise (Case 3). 






Figure 19. Damage identification results for each plate unit under 10% noise (Case 3).
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Figure 20. Damage identification results for each plate unit under 1% noise (Case 4). 






Figure 20. Damage identification results for each plate unit under 1% noise (Case 4).



[image: Applsci 14 10454 g020]







[image: Applsci 14 10454 g021] 





Figure 21. Damage identification results for each plate unit under 3% noise (Case 4). 






Figure 21. Damage identification results for each plate unit under 3% noise (Case 4).
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Figure 22. Damage identification results for each plate unit under 10% noise (Case 4). 






Figure 22. Damage identification results for each plate unit under 10% noise (Case 4).
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Figure 23. Damage identification results for each plate unit with different frequency-point spacings. 
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Table 1. Damage case settings for the simply supported beam.






Table 1. Damage case settings for the simply supported beam.





	Damage Case Number
	Damage Unit Number/Degree of Damage%





	1
	5/13%, 9/9%



	2
	3/19%, 6/15%, 10/15%










 





Table 2. Identification results for the target damage units for the simply supported beam (no noise).
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Damage Case Number

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
1

	
5/12.80%, 9/8.79%

	
5/12.86%, 9/8.90%

	
5/13.00%, 9/9.00%




	
2

	
3/18.51%, 6/15.34%,

10/14.82%

	
3/18.52%, 6/15.19%,

10/14.85%

	
3/19.00%, 6/15.00%,

10/15.00%











 





Table 3. Identification results of the target damage units in the simply supported beam under three different levels of noise (Case 1).






Table 3. Identification results of the target damage units in the simply supported beam under three different levels of noise (Case 1).





	
Noise Level/%

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
1

	
5/12.13%, 9/8.215%

	
5/12.23%, 9/8.36%

	
5/12.61%, 9/8.97%




	
3

	
5/9.04%, 9/9.26%

	
5/11.44%, 9/7.85%

	
5/12.03%, 9/8.74%




	
10

	
5/2.75%, 9/5.42%

	
5/8.91%, 9/4.92%

	
5/9.765, 9/5.61%











 





Table 4. Identification results for the target damage units of the simply supported beam under three different levels of noise (Case 2).
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Noise Level/%

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
1

	
3/17.65%, 6/16.18%,

10/14.05%

	
3/17.04%, 6/15.25%,

10/14.21%

	
3/18.72%, 6/15.07%,

10/14.84%




	
3

	
3/19.42%, 6/17.08%,

10/13.06%

	
3/15.87%, 6/14.56%,

10/14.62%

	
3/17.57%, 6/15.22%,

10/14.63%




	
10

	
3/9.71%, 6/18.01%,

10/10.75%

	
3/8.69%, 6/14.51%,

10/12.79%

	
3/13.58%, 6/16.17%,

10/12.69%











 





Table 5. Identification results with different frequency-point spacings (Case 2).
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Taking Point Spacing/Hz

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
2

	
3/16.13%, 6/17.07%,

10/13.29%

	
3/14.38%, 6/15.42%,

10/13.51%

	
3/17.47%, 6/15.54%,

10/13.93%




	
4

	
3/15.46%, 6/17.16%,

10/12.85%

	
3/14.24%, 6/15.50%,

10/13.35%

	
3/18.40%, 6/15.62%,

10/13.18%




	
8

	
3/14.39%, 6/18.20%,

10/12.34%

	
3/12.45%, 6/15.61%,

10/12.97%

	
3/16.89%, 6/15.33%,

10/13.37%











 





Table 6. Damage case settings for the cantilever plate.
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	Damage Case Number
	Damage Unit Number/Degree of Damage %





	3
	2/18%, 10/13%



	4
	4/12%, 7/16%, 12/14%










 





Table 7. Identification results for the target damage units of the cantilever plate (no noise).






Table 7. Identification results for the target damage units of the cantilever plate (no noise).





	
Damage Case Number

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
3

	
2/16.54%, 10/12.02%

	
2/16.32%, 10/12.35%

	
2/18.00%, 10/13.00%




	
4

	
4/11.36%, 7/15.47%,

12/14.20%

	
4/11.48%, 7/15.35%,

12/13.87%

	
4/12.00%, 7/16.00%,

12/14.00%











 





Table 8. Identification results for the target damage units of the cantilever plate under three different levels of noise (Case 3).






Table 8. Identification results for the target damage units of the cantilever plate under three different levels of noise (Case 3).





	
Noise Level/%

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
1

	
2/15.43%, 10/11.17%

	
2/14.94%, 10/11.89%

	
2/17.37%, 10/12.70%




	
3

	
2/12.62%, 10/9.44%

	
2/12.87%, 10/10.46%

	
2/16.37%, 10/12.41%




	
10

	
2/5.12%, 10/6.06%

	
2/7.45%, 10/7.01%

	
2#/7.38%, 10/8.80%











 





Table 9. Identification results for the target damage units of the cantilever plate under three different levels of noise (Case 4).






Table 9. Identification results for the target damage units of the cantilever plate under three different levels of noise (Case 4).





	
Noise Level/%

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
1

	
4/10.73%, 7/17.18%,

12/12.54%

	
4/10.65%, 7/15.09%,

12/12.85%

	
4/11.70%, 7/15.91%,

12/13.83%




	
3

	
4/9.29%, 7/14.41%,

12/12.16%

	
4/9.20%, 7/14.91%,

12/12.68%

	
4/10.80%, 7/15.18%,

12/13.69%




	
10

	
45.51%, 7/15.89%,

12/8.42%

	
4/5.83%, 7/14.34%,

12/10.82%

	
4/7.91%, 7/16.46%,

12/9.38%











 





Table 10. Identification results for the target damage units of the cantilever plate with different frequency-point spacings (Case 4).






Table 10. Identification results for the target damage units of the cantilever plate with different frequency-point spacings (Case 4).





	
Noise Level/%

	
Damage Unit Number/Degree of Damage%




	
GA

	
RGA

	
INFO






	
2

	
4/8.48%, 7/13.16%,

12/13.31%

	
4/8.62%, 7/15.45%,

12/11.67%

	
4/10.10%, 7/15.71%,

12/13.13%




	
4

	
4/8.99%, 7/10.78%,

12/14.01%

	
4/8.68%, 7/13.02%,

12/13.06%

	
4/9.62%, 7/14.43%,

12/13.82%




	
8

	
4/7.34%, 7/10.89%,

12/13.62%

	
4/7.21%, 7/15.08%,

12/11.90%

	
4/8.57%, 7/15.68%,

12/12.59%
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