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Abstract: Faced with a complex working environment, pipelines are prone to nonuniform temperature
variations, which cause nonuniform phase changes in the guided wave signals during structural
health monitoring, thereby increasing the difficulty of monitoring. To address this, a simulation
model is established in this paper to analyze the effects of temperature on material parameters and
the variation patterns of guided wave signals. A nonuniform temperature compensation method
based on local phase matching is proposed. The algorithm first uses cosine similarity to find the
locally best-matched signal segments between the monitoring signal and the baseline signal. Then,
an indicator is introduced to quantify the differences between these best-matched signal segments,
with the maximum difference considered to be the damage index. Three heating experiments on
pipelines with nonuniform temperature fields ranging from 24 °C to 80 °C demonstrate that the
proposed method can effectively overcome the resulting phase deviations while achieving high
detection accuracy and a reduction false positives. Additionally, the method shows high resolution
in detecting defects in both temperature-varying and non-temperature-varying regions.

Keywords: guided wave monitoring; temperature compensation; defect detection; damage index;
local phase matching; signal processing techniques; nonuniform temperature fields

1. Introduction

Pipelines play a vital role in industrial transportation, carrying water, oil, natural gas,
chemical products, and more, bringing significant economic value [1]. However, since
pipelines are often installed outdoors, they are subjected to complex climate conditions
and environmental factors. Exposure to sunlight, nonuniform temperature fluctuations,
and stress changes makes them susceptible to damage, such as cracks, corrosion, and defor-
mation [2–5]. As the scale of pipeline transportation expands, these issues become more
severe. Therefore, defect detection is crucial to ensure the safety of pipeline operations.

Ultrasonic guided wave (UGW) testing technology offers long detection distances,
large coverage areas, full cross-sectional inspection capabilities, and the ability to detect
inaccessible regions [6,7], making it especially advantageous for pipeline inspection [8].
Compared to other nondestructive testing methods, such as eddy current testing, magnetic
particle inspection, radiographic testing, and ultrasonic bulk wave testing [9–12], guided
wave testing offers several advantages. It is easy to operate, highly sensitive, and has a
wide detection range. Additionally, it provides reliable results.

Structural health monitoring (SHM) [13–15] can use permanently or semi-permanently
fixed transducers to assess structural health and track changes in various indicators re-
motely and online. It offers high sensitivity and low maintenance costs.
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UGW SHM uses signals from the initial healthy state as a baseline to compare with
real-time signals, allowing the detection of damage with higher accuracy than traditional
UGW testing. However, this method is highly sensitive to temperature changes, which can
alter material geometry and properties like the density, Young’s modulus, and Poisson’s
ratio. These changes affect the wave velocity and particle vibration amplitude, leading to
variations in the signal travel time. They also cause the stretching, shifting, and attenua-
tion of the received signals. Ultimately, these effects result in false positives and missed
detections, impacting monitoring accuracy [16].

For uniform temperature changes, the optimal baseline subtraction (OBS) [17,18] and
baseline signal stretch (BSS) [19,20] are the classical temperature compensation methods.

The BSS method primarily uses a global stretching factor to scale the entire signal,
thereby compensating for phase changes caused by temperature variations. Building on
these, researchers have developed numerous improved methods, such as a combination
of OBS and BSS, and various enhanced BSS algorithms [14,18,19,21–23]. With advance-
ments in data and signal processing, algorithms based on orthogonal matching pursuit
(OMP) have become widely used in temperature compensation for GUW. Roy et al. [24]
developed a method based on matching pursuit (MP) signal analysis and reconstruction
schemes. Liu et al. [25] utilized the Hilbert transform to compensate for phase and OMP
to compensate for the amplitude of Lamb waves. Fendzi et al. [26] employed the Hilbert
transform and the least squares method. Wang et al. [27] considered the influence of both
load and temperature changes, proposing a signal compensation technology based on MP.

However, these algorithms either rely on an over-complete signal library or use
a single stretching factor, limiting their application to scenarios with uniform tempera-
ture changes. In practice, environmental conditions are often complex. When pipelines
are shaded by bridges, buildings, vegetation, or hills, uneven sunlight exposure creates
nonuniform temperature fields [28]. In such cases, conventional temperature compensation
methods struggle to account for the resulting signal variations, significantly restricting
their applicability.

Research reports on temperature compensation algorithms for nonuniform variations
are relatively limited. Dynamic time warping (DTW) [29,30] algorithms, when compensating
for nonuniform temperature changes, are prone to signal overcompensation. This can potentially
mask defect information. Additionally, DTW algorithms often require significant computational
power, making improvements necessary during implementation [28]. Data-driven compensa-
tion algorithms [31], variational autoencoder-based algorithms [32], and neural network-based
algorithms [33] are used for nonuniform temperature compensation.

These methods require large amounts of data to mitigate the effects of uneven temper-
ature changes. However, collecting a sufficient variety of signals in practical applications
is challenging. This makes these methods difficult to implement in real-world scenarios.
In recent years, the rapid development of machine learning and artificial intelligence has
significantly advanced UGW monitoring, particularly in the field of temperature compen-
sation [34–37]. However, these methods require substantial computational resources, prior
knowledge, and high-quality training samples, which limits their applicability.

Currently, pipeline temperature compensation algorithms typically assume uniform
temperature changes across the pipeline. Methods combining OBS and BSS, along with
their improved versions, can effectively handle uniform temperature variations. While
advanced technologies like OMP, machine learning, and neural networks offer strong
compensation capabilities, they require a complete signal database or high-quality learning
samples, which are difficult to obtain in practice. The DTW method is time consuming and
may obscure defect features. Therefore, there is a need for a convenient, stable, and ac-
curate nonuniform temperature compensation algorithm to meet the UGW monitoring
requirements under nonuniform temperature changes.

In addressing nonuniform temperature compensation in pipelines, this paper first
establishes a simulation model to analyze the effects of temperature on material properties
and UGW signals. It then proposes a new method named local phase matching (LPM).
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LPM primarily leverages the local similarity between two signals to perform sig-
nal matching, effectively addressing the matching challenges caused by uneven changes
throughout the entire signal. Initially, two sliding windows of different sizes divide the
baseline signal (BS) and monitoring signal (MS) into various sub-sequences. Subsequently,
cosine similarity is employed to locally match these sub-sequences, identifying the most
similar local signal sub-sequences. A damage index is then defined to quantitatively
assess the matched signal sub-sequences as indicators of defects. To validate the effective-
ness of the algorithm, this paper conducts three heating experiments on pipelines under
nonuniform temperature fields. These experiments thoroughly assess the temperature com-
pensation capabilities of LPM and its defect detection abilities across different temperature
regions. Additionally, a comparison is made with the BSS method.

2. The Effects of Temperature on UGW

Temperature has an impact on the density, Young’s modulus, and Poisson’s ratio. Q235
steel pipes are commonly used for transporting low-pressure fluids. They are produced in
large quantities and have a wide range of applications. According to the Chinese national
standards [38], their chemical composition is shown in Table 1.

Table 1. Chemical composition of Q235.

Material Grade
Chemical Composition (Mass Fraction)/%, Not Exceeding

C Si Mn P S

Q235 0.22 0.35 1.40 0.045 0.050

JMatPro, the Java-based Materials Properties software, is a comprehensive simula-
tion tool used to calculate the phase diagrams, physical properties, and thermodynamic
properties of metal materials. It includes various built-in modules for materials such as
steel, aluminum alloys, magnesium alloys, and titanium alloys. In this paper, JMatPro7.0 is
employed to analyze the influence of temperature on the properties of Q235 steel.

The specific material parameters should align with those used in the experiment. Based
on the Q235 pipeline manufacturer’s test report, the chemical composition is primarily
Fe = 98.925%, Mn = 0.55%, Si = 0.26%, C = 0.18%, P = 0.040%, and S = 0.045%. These
parameters are input into JMatPro, with the upper temperature limit set to 100 °C and the
lower limit to 24 °C. The resulting temperature-dependent property curves are shown in
Figure 1.
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Figure 1. Influence of temperature change on various material properties: (a) Young’s modulus;
(b) Poisson’s ratio; (c) density.
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Figure 1 shows the curves of the Young’s modulus, Poisson’s ratio, and density as
they vary with temperature. The Young’s modulus and density decrease gradually with
increasing temperature, while the Poisson’s ratio increases. It is clear that the effects of
temperature on these material properties are linear.

The propagation behavior of guided waves in pipelines is governed by the Navier equa-
tions,

µ∇2u + (λ + µ)∇∇ · u = ρ
∂2u
∂t2 . (1)

Considering the boundary conditions of the pipeline,

σrr = σrθ = σrz = 0, r = Ri, r = Ro, (2)

it is possible to derive the dispersion characteristic equation of guided waves in the pipeline:
C11 C12 · · · C16
C21 C22 · · · C26

...
...

. . .
...

C61 C62 · · · C66




A
B
...

B3

 =


0
0
...
0

, (3)

where Cij is a coefficient matrix of A, B, A1, B1, A3, B3. The determinant of the coefficient
matrix, ∥Cij∥ = 0(i, j = 1, 2, · · · , 6), represents the dispersion equation of guided waves in
a free pipe within a vacuum medium [39]. This paper focuses on analyzing the impact of
temperature on material properties. As such, only the fully elastic isotropic material model
is considered in this analysis.

Due to the inability to obtain an analytical solution for the characteristic equation of
guided waves, only numerical solutions can be achieved. Therefore, this paper utilizes
COMSOL5.6 simulation software to analyze the propagation behavior of UGW across
various temperature fields. The cross-sectional dimensions of the pipeline are consistent
with those of the experimental pipeline in this study and conform to the Chinese national
standards [40]. The pipe diameter is set to ϕ219 mm, with a wall thickness of 6 mm.
To minimize simulation time without compromising the analysis, the pipe length is set
to 3 m. For the inspection of pipelines, it is optimal to select a mode that is single and
exhibits minimal dispersion; thus, the T (0,1) mode, characterized by being single and
nondispersive, is the preferred choice. The excitation frequency is set at 128 kHz, with a sine
wave excitation modulated by a four-period Hanning window, and the guided wave signal
is acquired using a pulse-echo technique. By incorporating the material properties of Q235
into COMSOL, UGW signals under different temperature distributions can be obtained.
The simulation is conducted in two steps. First, the effect of uniform temperature changes
across the entire pipeline on UGW signal is analyzed. Second, the impact of nonuniform
temperature fields on UGW signal is examined. The results are presented in Figure 2.

1.7 ms

1.3 ms

0.9 ms

0.5 ms

0.1 ms

Ring groove Ring groove Ring groove Ring groove

Normal temperature zone Variable temperature zone ②

①Variable temperature zone

3.5
3
2.5
2
1.5
1
0.5
0

×10-2Pa

Figure 2. Cloud map of UGW simulation results.
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Figure 2 illustrates the cloud map of UGW propagating within the pipeline. The
acoustic field in the pipeline is uniform and symmetrical, indicating that the T (0,1) mode is
optimally excited. Figure 2 displays the UGW cloud map at propagation times of 0.1 ms,
0.5 ms, 0.9 ms, 1.3 ms, and 1.7 ms. To better analyze phase changes in the guided wave
signal during propagation, four annular grooves are incorporated in the pipeline model.
These grooves are placed at intervals of 60 cm and serve as signal reference points as shown
in Figure 2. Each groove has a width of 4 mm and a depth of 2 mm. During the propagation
process, an echo is generated each time the wave passes through an annular groove
as depicted by the light-colored cloud image in Figure 2. The simulation is conducted twice,
categorizing the temperature changes into a uniform region and a nonuniform region based
on their variations. The received signal for the uniform temperature field (UTF) is shown
in Figure 3, while the signal corresponding to the nonuniform temperature field (NTF) is
presented in Figure 4.
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Figure 3. UGW signals at different temperatures during UTF.

Figure 3 illustrates the UGW signals obtained at different temperatures. Due to the
uniform nature of the temperature change, its effect on the phase shift is also consistent. As
the wave propagates from the first to the fourth annular groove, and subsequently to the end
echo, the signal phase shift gradually increases. The influence of the temperature change
on the phase can be considered linear, aligning with the findings in the literature [22,25],
thereby validating the effectiveness of the simulation results.
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Figure 4. UGW signals at different temperatures during NTF.
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The UTF represents an ideal scenario, but in reality, it is often influenced by various
complex environmental factors, making the NTF more common. Figure 4 shows the effect
of different temperatures on UGW signals under the NTF. In this scenario, one end of the
pipeline is at a high temperature, and the other is low. This NTF causes a nonuniform phase
shift in signal. The first and second annular grooves are located in the normal temperature
region as shown in Figure 2. They are therefore unaffected by temperature changes and
show no phase shift. In contrast, the third and fourth annular grooves, along with the
pipeline’s end face, are situated in the temperature variation zone. Here, phase delays
occur due to the impact of temperature changes. The higher the temperature and the longer
the propagation path through the high-temperature region, the greater the phase shift.

Figures 5 and 6 show the phase delay of the UGW signal. The phase delay of the signal
in Figure 3 is displayed in Figure 5, with a superimposed fitted line. It can be observed that
temperature has a clearly linear influence on the signal phase: the higher the temperature,
the greater the phase delay. At the same temperature, the cumulative effect causes the signal
phase to exhibit a pronounced linear change as the UGW propagation distance increases.
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Figure 5. Phase delay at different temperatures for UTF.
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Figure 6. Phase delay at different temperatures for NTF.

Figure 6 illustrates the phase change of the signal in Figure 4. When the UGW
propagates under a constant temperature, the phase remains nearly unchanged. However,
upon entering a region with varying temperatures, it continues to exhibit a linear trend.
In Figure 6, the signal in each temperature range is fitted with straight lines. Due to the
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absence of a reference point at the temperature transition junction, reading the signal
phase at that point is challenging. Nevertheless, it can be identified by the intersection of
the extrapolated fitted lines from either side, which aligns well with the simulated setup.
Therefore, temperature variations significantly impact the UGW signal phase, showing a
linear relationship.

Consequently, in practical applications, the NTF in pipelines can cause some signals
to lead while others lag, introducing interference in UGW monitoring. This highlights the
need for an advanced temperature compensation algorithm to overcome these complex
temperature variations.

3. Nonuniform Temperature Compensation Using Local Phase Matching

Global signal processing methods often struggle with signals exhibiting nonuniform
phase changes due to NTF. Although these signals may lead or lag in phase, they retain a
degree of similarity within the local ranges. This paper proposes a method to compensate
for the local phase of the signal, effectively addressing the challenges of UGW detection
caused by nonuniform phase shifts. Additionally, this algorithm focuses solely on phase
compensation. It preserves the original signal information, avoiding the enhancement or
masking of defect signals and other characteristics. This broadens its applicability.

In UGW monitoring, health signals from multiple groups of structures in a nondestruc-
tive state are first collected as baseline signals (BSs) Bn = {b1, b2, . . . , bn}. These collected
signals, known as monitoring signals (MSs) Y j

n = {y1, y2, . . . , yn} (j-th MS), are then used
to assess the structural health.

After obtaining BS and MS, LPM can be performed, with the specific steps outlined
as follows:

1. In BS, the width of the baseline sliding window (BSW) is selected as p, and the initial
element number of BSW is i. At this point, the elements contained in BSW sequence
are as follows:

bi
p = {bi, bi+1, . . . , bi+p−1}; (4)

2. In the j-th MS, the width of the monitoring sliding window (MSW) is select as
q(q = p − 2a, a ≥ 0). The initial element number is s (s = i + a), and the elements
contained in the MSW sequence are as follows:

yjs
q = {yj

s, yj
s+1, · · · , yj

s+q−1} = {yj
i+a, yj

i+a+1, · · · , yj
i+p−a−1}; (5)

3. Since the BSW sequence contains 2a more elements than the MSW sequence, the BSW
sequence can be further divided into 2a + 1 sub-sequences, expressed as follows:

rih
q = {bi+h, bi+h+1, · · · , bi+h+q−1}, (0 ≤ h ≤ 2a); (6)

4. Calculate the cosine similarity Cihj between each of the 2a+ 1 sub-sequences and MSW
sequence. This will result in 2a + 1 sets of values as shown below:

Cihj = Cihj(rih
q , yjs

q ); (7)

5. Find the ĥ that maximizes cihj, indicating that the ĥ-th sub-sequence of the BSW
sequence is the closest to the MSW sequence. This determines the best-matching
baseline local signal riĥ

q and monitoring local signal yjs
q :

ĥ = arg max
h

{cihj}; (8)

6. Computing the local damage index I ji of the two best-matching local signal segments,

I ji = I ji(riĥ
q , yjs

q ); (9)
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7. Slide the window to the next element (i → i + 1) , continuing until all elements in BS
have been traversed. Then, the local damage index calculated for each slide window
can be organized into a vector:

I j = [I j1, I j2, . . . , I ji]; (10)

8. The maximum value in the local damage index vector represents the most distinct part
of the signal and can be used as the damage index (DI) for MS:

DI = max(I j). (11)

9. Then turn to step (1), computing DI of the (j + 1)-th monitoring signal to form a
monitoring curve.

The above outlines the main process of the LPM method.
Cosine similarity measures the similarity between two vectors by calculating the

cosine of the angle between them. The result depends solely on the direction of the vectors
and is independent of their magnitudes. Typically applied in positive space, the cosine
similarity yields values between −1 and 1. Cosine similarity C is primarily used to assess
the similarity between two sets of signal segments and to identify the best matching
segments. The expression is as follows:

C = C(Bn, Yn) =
∑n

i=1 biyi√
∑n

i=1 bibi
√

∑n
i=1 yiyi

. (12)

The damage index is an indicator used to assess the extent of signal damage, primarily
serving to quantify the defect characteristics. A high damage index indicates that the signal
has captured defect information, whereas a low index suggests that the system is in a
healthy state. The calculation of the local damage index I is given by the following formula:

I = I(Bn, Yn) =
1
n

∥∥∥∥∑n
i=1 bibi − ∑n

i=1 yiyi

∑n
i=1 bibi

∥∥∥∥ (13)

The overall flow of the algorithm is shown in Figure 7.

Divide BS and MS into n sub-
sequences

Divide the i-th BS sub-sequence into 
2a + 1 segments

Calculate the cosine similarity C h = h + 1
Two most similar signal sub-

sequences

i = i + 1

Select the maximum of DI sequence

Out put damage indexInput BS and MS

h > 2a + 1 ?

YES
NO

i > n ?

YES

NO

Obtain DI sequence of BS and MS 
sub-sequences

i = 1

h = 1

Calculate DI of the i-th  sub-
sequences

Figure 7. Flowchart of the LPM.
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As shown in Figure 7, the main progress involves selecting local signal segments
from BS and MS. These segments are then matched using cosine similarity, resulting in
two optimally matched groups of local signal segments. Subsequently, DI extracts the
differences between these two signals, yielding a value that can be used to assess defects.
LPM primarily consists of two cycles, with a fixed number of iterations in each cycle,
ensuring low computational complexity suitable for online monitoring.

4. Experimental Setup for Pipeline Heating with NTF

To simulate the potential nonuniform temperature variations that may occur in real-
world scenarios and to validate the algorithm, local heating of the pipeline is conducted.
The experimental setup is illustrated in Figure 8.

0.4m 1.2m 1m 1m 1m 1m 0.4m

Signal reference pointUGW Transducer

15×10×10mm Defect 2
Defect 1

Hoop 1 Hoop 2 Hoop 3

Hoop 4 Hoop 5

Water bag for 
heating

Figure 8. Experimental setup for pipeline heating with NTF.

The experimental pipeline measures 6 m in length, 219 mm in diameter, and 6 mm in
thickness. A magnetostrictive patch transducers is positioned 60 cm from one end, with an
excitation frequency set to 128 kHz and a sine wave modulated by a four-period Hanning
window. UGW monitoring is conducted once per minute during the experiment.

At the opposite end, a water bag is used for heating, creating NTF: one end at normal
temperature and the other at high temperature. The water bag is 1.8 m in length. Once
filled with water, its outer wall comes into full contact with the inner wall of the pipeline,
ensuring efficient heat transfer. This setup divides the pipeline into heating and nonheating
areas. After heating, the stable NTF can be categorized into three zones: a low-temperature
zone (LTZ) near the unheated end, with temperatures ranging from 24 °C to 30 °C; a high-
temperature zone (HTZ) at the heated end, with the temperatures ranging from 78 °C to
83 °C; and a temperature transition zone (TTZ) between them, with temperatures ranging
from 30 °C to 78 °C as shown in Figure 9.

As shown in Figure 9, the heating process lasts for 100 min. By the 90th min,
the pipeline reached thermal equilibrium, with minimal temperature change over the
final 10 min. Therefore, it takes 90 min for the pipeline to be heated from 24 °C to 80 °C at
one end, establishing a stable temperature field. In HTZ and LTZ, the surface tempera-
ture remains stable and uniform. TTZ experiences sharp temperature changes due to the
influences of both adjacent zones, resulting in significant NTF.

Specific operations for the nonuniform heating of the pipeline are as follows: Place
the water bag inside the pipeline and fill it with water to ensure full contact with the inner
wall. Heat the water from 26 °C to 90 °C; it can maintain the temperature at the end of
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the pipeline at a maximum of 80 °C, thus creating an NTF. A temperature measuring gun
(shown in Figure 8) can be used to record the temperature change curve of the pipeline at
various times and positions, shown in Figure 9.
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Figure 9. Temperature variation curve at different positions along the pipeline over time.

The temperature change curve of the pipeline over time, shown in Figure 9, indicates
that the initial temperature is 24 °C. As heating continued, one end of the pipeline begins
to warm up, with UTF occurring in the areas covered by the water bags, while other areas
quickly return to normal temperature. After 90 min of heating, the water temperature
reaches 90 °C, and the surface temperature of the pipeline stabilizes at 80 °C due to
continuous heat dissipation.

To evaluate the phase change in the UGW in pipes with NTF, five metal hoops are
installed as reference points for signal phase analysis, shown in Figure 8. Hoop No.1 and
No.2 are in LTZ, No.3 is in TTZ, and No.4 and No.5 are in HTZ. The metal hoops are tightly
attached to the pipeline surface, generating clear echo signals as shown in Figure 10.
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Figure 10. Reflected signal from the pipeline at room temperature (24 °C). No.1 to No.5 are the
reflection signals from the metal hoops, and No.6 is the end reflection.

Figure 10 shows the echo signal curve under UTF at room temperature (24 °C). Posi-
tions 1 to 5 correspond to the echo signals from five metal hoops, while position 6 indicates
the amplitude of the end face. Six echoes are clearly visible. The reflected signal amplitudes
from the metal hoops fluctuate and decrease with increasing distance, due to incomplete
pre-stressing and guided wave attenuation. In this analysis, the pipeline is considered an
ideal elastic body. However, in practice, there is always some energy dissipation. Addi-
tionally, with multiple metal hoops present, each guided wave reflects a portion of energy,
gradually reducing the energy and, consequently, the signal amplitude. Temperature varia-
tions further attenuate the guided waves, impacting the defect identification. Generally,
these attenuations are minimal and do not affect the analysis or conclusions of this paper.



Appl. Sci. 2024, 14, 10526 11 of 19

To thoroughly investigate the temperature compensation effect and defect detection
capability of LPM, three heating experiments are conducted. The first experiment does
not include defects and primarily analyzes the signal phase change under an NTF. In the
second experiment, defect 1 is introduced in the unheated area to evaluate the algorithm’s
defect identification ability in LTZ, locating 2 m from one end of the pipeline. The third
experiment involves defect 2 placed in the heated area to assess the algorithm’s performance
in HTZ, located 4.4 m from one end of the pipeline. All three heating conditions remain
consistent. Due to the high cost of pipeline equipment, simulating defects through drilling
or cutting would cause irreparable damage. Thus, it is common practice to simulate defects
by attaching iron blocks, each measuring 15 × 10 × 10 mm, shown in Figure 8.

In the second and third heating experiments, heating is initiated only after confirming
the receipt of the defect signal echo. Additionally, a specific number of signals are recorded
as reference signals before each experiment.

5. Analysis of Experimental Results
5.1. The First Heating Experiment

In the first heating experiment, the signals collected at 24 °C and 80 °C in the pipeline
are illustrated in Figure 11. The two signal groups are very similar in shape, with the
structural echoes clearly visible. The local details of the signals are presented in Figure 12.
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Figure 11. Comparison of the reflecting signals from the pipeline at room temperature (24 °C) and
local heating (80 °C). No.1 to No.5 are the reflection signals from the metal hoops, and No.6 is the
end reflection.
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Figure 12. Comparison of the local details of reflected signals before and after locally heated pipelines.
No.1 to No.5 are the reflection signals from the metal hoops, and No.6 is the end reflection.
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The local phase difference between the high-temperature and low-temperature signals
is illustrated in Figure 12. Metal hoops No.1 and No.2 are in LTZ, where the temperature
remains nearly constant, resulting in an almost stable phase for UGW signals. Metal hoop
No.3, located in TTZ, experiences a slight temperature change, leading to a small phase
shift in the UGW signal. In contrast, metal hoops No.4 and No.5, situated in HTZ, exhibit
significant temperature variations, causing substantial deviations in the UGW signals. This
demonstrates that the temperature has a significant impact on the phase of UGW signals,
and as the temperature increases, so does the phase shift. The phase delays for metal
hoops No.1 to No.3 are all 0°, while those for metal hoops No.4 to No.6 are 20.0°, 120.0°,
and 139.9°, respectively. Although these values differ slightly from the simulation results,
the variations are within an acceptable error range when accounting for differences in
the lengths of experimental pipes and other practical factors. It confirms the success of
the experiment.

5.1.1. Analysis of Experimental Results Using BSS

This section analyzes the compensation effect of the BSS method. As shown in the
reference [21], the BSS method minimizes the average residual between the stretched base-
line and monitoring signals through a global stretching factor, thus achieving temperature
compensation. This can be described by the following formula:

β̂ms = arg min
β̂

{R}, (14)

R =
∫ t2

t1

[u(t, T)− û(t, T0, β̂)]2dt, (15)

where β̂ms represents the optimal stretching factor, and T0 and T denote the signals at the
initial and current temperatures, respectively. û is the baseline signal after stretching, and R
represents the mean square error between the two signals. This error serves as a measure
of signal disparity and can be used as a damage index.

Figure 13 shows the local phase diagram of the signals after compensation using the
BSS. The BSS signal at position 1 (metal hoop 1) exhibits a slight phase lag compared to the
high-temperature signal, while the BSS signal at position 2 (metal hoop 2) shows a greater
degree of phase lag. The BSS signals at positions 3 and 4 (metal hoops 3 and 4) have similar
phase lag levels. However, due to the inherent phase lag of signals in the temperature
transition and high-temperature zones, the phase lag at positions 3 and 4 tends to decrease.
The BSS phase at position 5 (metal hoop 5) is comparable to the high-temperature signal.
Position 6 represents the end face signal, where the BSS processing results in a phase
advancement compared to the test signal. Throughout the BSS processing, while some
signals (e.g., at position 5) align well, most signals exhibit either a phase advancement
(position 6) or a lag (positions 1, 2, 3, and 4).

BSS applies a single stretching factor to transform signals, which is effective for uni-
form phase changes as already demonstrated. However, for signals with nonuniform
phase changes—where some phases remain unchanged while others vary—the compen-
sation effect of BSS is limited. This results in excessive compensation for the phase of
signals in the nontemperature-variable region, while the phase compensation for signals in
temperature-variable areas is insufficient.
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Figure 13. Local view of signal phase after compensation using the BSS method.

5.1.2. Analysis of Experimental Results Using LPM

The local phase of the compensated variable temperature signal using the proposed
LPM method is shown in Figure 14.
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Figure 14. Local view of signal phase after compensation using the LPM method.

In Figure 14, it can be seen that the signal phases at positions 1 and 2 align perfectly,
consistent with the phase conditions of the original signals at 24 °C, and there is no sign of
overcompensation observed in Figure 13. The metal hoop at position 3 is in TTZ, where the
temperature experiences slight variations, and the LPM method effectively compensates
for the phase, showing improved matching compared to Figures 12 and 13. Positions 4, 5,
and 6 are all in the HTZ, where phase variations are significant. The LPM method provides
effective phase compensation, bringing the compensated phase very close to that of BS at
24 °C. This demonstrates that LPM can accurately match the local phases of signals, making
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it suitable for signals with nonuniform phase changes, thus offering enhanced stability and
a broader range of applications.

5.1.3. Damage Index Curves for Two Methods

Further investigation into the changes in DI for the two methods used to quantify
defects is presented in Figure 15.
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Figure 15. Variation curves of damage index for BSS method and LPM method with time.

Figure 15 illustrates the trends of DI for both the BSS method and the LPM method
over time. Initially, signals are collected at a normal temperature for a period. At the
40th minute, the pipeline is heated, and after approximately 90 min of heating, the system
reaches its highest temperature.

As shown in Figure 15, DI for BSS remains between 0 and 0.0027, and the DI for LPM
stays between 0 and 0.0025. Both damage indices are very low, indicating a healthy system
with no defects. However, as the pipeline temperature changes unevenly, DI for BSS begins
to increase significantly, with the maximum value reaching 0.027. This rise is attributed to
the method’s incomplete phase compensation for the NTF, suggesting potential defects in
the system. Nevertheless, this increase may lead to false positives.

In contrast, DI for LPM remains relatively stable, indicating that NTFs do not affect its ac-
curacy. This demonstrates the LPM method’s effective temperature compensation capabilities.

5.2. The Defect Is Located in the Unheated Area

The second heating experiment aims to assess the algorithm’s ability to detect pipeline
defects in LTZ. First, a defect-free signal of the pipeline at room temperature is collected
over a period. Then, an iron block measuring 15 × 10 × 10 mm is attached 2 m from one
end of the pipeline as indicated by Defect 1 in Figure 8. The collected signal during this
phase is shown in Figure 16.

Figure 16 displays the reflected signal of the pipeline containing defects at room
temperature. An echo is clearly visible at 2 m, corresponding to the position of the iron block.
Afterward, one end of the pipeline is heated, completing the process after approximately
90 min, with the outer surface reaching 80 °C. DI curves for the LPM and BSS methods over
time are illustrated in Figure 17.
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Figure 16. The reflected signal of Defect 1 in pipeline at 24 °C.
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Figure 17. Variation curves of damage index for the BSS method and LPM method over time with the
defect located in the unheated area.

Figure 17 shows that the DI curves calculated by both methods remain low and stable
when the pipeline is defect-free at room temperature. The defect is introduced at the 30th
minute, resulting in a noticeable step change in both curves, indicating that both algorithms
effectively detect defects at room temperature. After 45 min, heating begins at one end of
the pipeline. Following this, the DI of the BSS method increases continuously, eventually
reflecting that the influence of the temperature change surpasses that of the defect. This
could lead to missed detection in the pipeline with an NTF. In contrast, the DI for the
LPM method remains stable despite the rising temperature, showing minimal sensitivity to
temperature changes.

This experiment demonstrates that the LPM method effectively mitigates the impact
of NTF in pipelines and maintains strong detection capabilities for defects in LTZ.

5.3. The Defect Is Located in the Heated Area

To evaluate the ability of the LPM method to detect defects in the HTZ, this paper
conducts the third heating experiment. Initially, the echo signal of the pipeline in a healthy
state is collected. After a period of time, an iron block is attached at a position 4.4 m from
one end of the pipeline as indicated in Defect 2 in Figure 6. The process and settings
for attaching the iron block are identical to those in the second experiment. The signals
collected after the attachment, which include defects, are shown in Figure 18.
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Figure 18. The reflected signal of Defect 2 in pipeline at 24 °C.

Figure 18 shows the reflected signal after the iron block is attached in the HTZ at 24 °C.
At 4.4 m, a clear echo can be observed, confirming the effectiveness of the iron block in
simulating defect. Subsequently, one end of the pipeline is heated to create an NTF. After
90 min of heating, the temperature at that end reaches a maximum of 80 °C. The DI curves
over time for both methods are calculated and presented in Figure 19.
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Figure 19. Variation curves of damage index for the BSS method and LPM method over time with the
defect located in the heated area.

Figure 19 shows the DI curves over time for the BSS and LPM methods. During the
first 23 min of the experiment, the damage indexes for both algorithms remain stable within
a small range. At the 23th minute, the iron block is attached, resulting in a noticeable step
change in both indexes, which persists for 15 min until heating commences. When the
experiment reaches 38 min, the DI of the BSS method sharply increases with the rising
temperature. In contrast, the DI of the LPM method remains relatively stable after heating,
effectively mitigating the impact of the NTF.

The third heating experiment demonstrates that the LPM method can successfully
detect defects in the high-temperature area of a pipeline under an NTF.

5.4. Discussion on LPM

LPM demonstrates strong temperature compensation performance across different
temperature regions, such as TTZ and HTZ. This is because LPM divides MS into multiple
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signal sub-sequences, allowing each to be locally matched with nearby BS. Cosine similarity
effectively measures these local similarities, enabling the LPM to accurately match the
phases despite a certain phase delay. Under the influence of an NTF, the local phase of the
signal may lag or lead, but this change is localized. Therefore, precise phase information can
be obtained by matching each local change, effectively overcoming temperature-induced
phase variations.

However, LPM primarily relies on calculating the local similarity between two signals
sequentially for phase matching. When the temperature is too high, the signal phase delay
increases significantly, requiring a broader local range to capture these changes. This can
lead to incorrect matches and false positives during local matching.

Since LPM is a signal processing technique, it can be applied across various pipeline
materials and environments. For complex environments or structures, an appropriate
signal excitation and reception system should be in place. Once a stable UGW signal
is collected, LPM can be used to compensate for temperature variations. Consequently,
the LPM method has broad applicability.

6. Conclusions

This paper proposes a signal phase local matching method for temperature compensa-
tion and UGW monitoring in pipelines experiencing NTF, which often occur in real-world
scenarios. The influence of temperature on material properties is analyzed using simula-
tion software, followed by the establishment of a three-dimensional simulation to further
examine how temperature affects UGW signals. Three heating experiments with NTF are
conducted to validate the method’s effectiveness in temperature compensation and defect
detection, comparing its performance with the BSS method. The main conclusions are
as follows:

The impact of temperature changes on the material parameters is nearly linear. The
Young’s modulus and density decrease with increasing temperature, while the Poisson’s
ratio increases. These variations in the material properties lead to phase shifts in the UGW
signals, resulting in nonuniform phase shifts under an NTF.

In an NTF, the BSS method employs a global stretching factor, which can cause over-
compensation in the nonvariable temperature regions while undercompensating in variable
temperature regions, making practical application challenging. Conversely, the proposed
LPM method effectively calculates the cosine similarity of local signal segments, allow-
ing for precise phase matching and overcoming the uneven phase changes caused by
temperature fluctuations. A method for calculating a damage index is also proposed to
assess defect.

By utilizing local phase matching and an efficient damage index, LPM achieves strong
temperature stability and high detection accuracy.

The three heating experiments demonstrate that LPM provides excellent resolution
for detecting defects in both high and low-temperature areas within an NTF ranging from
24 °C to 80 °C, being almost unaffected by temperature changes. Consequently, it exhibits
good temperature stability and a broader range of practical applications.

In future work, we will test LPM on other materials and in real-world conditions to
further validate its ability.
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