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Abstract: This paper introduces the MMTADAN, an innovative algorithm designed to enhance cross-
domain image classification. By integrating multi-scale feature extraction with Taylor series-based
detail enhancement and adversarial domain adaptation, the MMTADAN effectively aligns features
between the source and target domains. The proposed approach addresses the critical challenge of
generalizing classification models across diverse datasets, demonstrating significant improvements
in performance. The findings suggest that retaining essential image details through multi-scale
extraction and Taylor series enhancement can lead to better classification outcomes, making the
MMTADAN a valuable contribution to the field of image classification.

Keywords: statistical learning; deep learning; domain adaptation; generative adversarial network

1. Introduction

Machine learning, as a discipline that equips machines with “intelligence”, has become
deeply integrated into various sectors of our lives and industries [1–4]. Cheng et al. [5]
present a novel self-supervised adversarial training method for Monocular Depth Esti-
mation (MDE) models, enhancing robustness against physical attacks by leveraging view
synthesis and incorporating ℓ0-norm-bounded perturbations, without the need for ground-
truth depth. Fang et al. [6] introduce a smooth and time-optimal S-curve trajectory planning
method for robotic manipulators, using a piecewise sigmoid function to create infinitely
differentiable trajectories, balancing efficiency and smoothness under given constraints,
with validation through simulations and experiments. Liu et al. [7] propose an Approx-
imate Maximum Likelihood Estimator (AMLE) to efficiently estimate the instantaneous
frequency (IF) for nonstationary signals with intersecting or closely spaced IFs, improving
upon the traditional MLE by reducing the computational complexity and handling time-
varying amplitudes. Fang et al. [8] present a methodology for generating online, smooth
joint trajectories for robots using an improved sinusoidal jerk model, offering a computa-
tionally efficient solution for time-optimal trajectory planning with kinematic constraints,
leading to a better performance in terms of efficiency and jerk suppression compared to
the existing techniques. Qin et al. [9] present a method based on the synchroextracting
chirplet transform (SECT) for early chatter recognition in robotic drilling, demonstrating
a superior performance in detecting chatter onset more quickly and effectively than the
existing methods, making it practical for real-time vibration suppression. Sun et al. [10]
propose a variable-scale wavelet packet entropy (VSWPE) method for detecting machining
chatter, including scenarios with the beat effect, using beat frequency estimation and opti-
mal demodulation techniques to improve the detection accuracy and prevent false alarms,
demonstrating effectiveness in both simulations and machining tests.
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In real-world applications, machine learning has seen considerable success in areas
such as computer vision, natural language processing, and recommendation systems [11–16].
Computer vision, in particular, is a significant research area that simulates human visual
systems to understand the real world through computational tools. From early efforts
focused on manually designing image features to current research using deep learning
algorithms for automated feature extraction, image analysis has remained a key component
of artificial intelligence research. The hope is to use AI technologies to address challenges
in the field of computer vision. In contrast to supervised learning with labeled data, today’s
information-rich world produces vast amounts of unlabeled image data across industries.
These unlabeled datasets, though easy to obtain and rich in information, pose challenges
in training deep learning models. This has created an urgent need to resolve the issue of
how to effectively use small amounts of labeled data while incorporating large volumes of
unlabeled data into deep learning models. Moreover, transferring a deep learning model
trained on one dataset to another related but different dataset is a pressing challenge in the
current deep learning development. One promising research direction addressing these
challenges is domain adaptation. Traditional machine learning and deep learning tasks
typically assume that the training data and deployment data share the same distribution,
but this assumption often does not hold in practice. Thus, domain adaptation has become
a critical research area.

Sohail et al. [17] provide a comprehensive review of deep transfer learning (DTL) and
domain adaptation (DA) techniques for 3D point cloud (3DPC) processing, highlighting
recent advancements, datasets, evaluation metrics, and applications like object detection,
segmentation, and denoising while addressing current challenges and suggesting future
research directions. Özince et al. [18] introduce a suite of sparsity-aware complex-valued
least-mean kurtosis (CLMK) algorithms, including l0-CLMK, l0-ACLMK, ZA-CLMK, ZA-
ACLMK, RZA-CLMK, and RZA-ACLMK, aimed at improving sparse system identification.
Simulation results demonstrate superior performances in the convergence rate, tracking,
and steady-state error compared to the existing sparsity-aware algorithms in both synthetic
and real-world scenarios. Lu et al. [19] propose the generalized Jensen–Rényi divergence
(GJRD) as a method for efficiently handling multiple data distributions in machine learn-
ing scenarios, addressing the limitations of traditional pairwise divergence measures. A
non-parametric empirical estimator based on kernel density estimation is derived for the
GJRD, which is then integrated into a deep clustering framework (GJRD-DC). Experimen-
tal results show that the GJRD-DC achieves state-of-the-art performances on challenging
datasets, and the code is available online. Peng et al. [20] propose novel regularization-
based frequency-domain diffusion algorithms to address the limitations of the existing
methods for distributed estimation with missing inputs, offering an enhanced performance
through bias elimination, power normalization, and fast convergence under colored inputs,
as well as providing stability analysis and effective power estimation techniques. Xian
et al. [21] propose a novel approach for unsupervised person re-identification by leveraging
multiple-source datasets, using expert-specific clustering and dual-similarity distillation
to enhance the domain adaptation while maintaining the feature diversity through repre-
sentation decorrelation, with experiments validating its effectiveness on key benchmarks.
Fang et al. [22] present a source-free collaborative domain adaptation (SCDA) framework
for resting-state fMRI, addressing cross-site data heterogeneity by utilizing a pretrained
source model and unlabeled target data, with a multi-perspective feature enrichment
method and unsupervised pretraining, demonstrating effectiveness in cross-scanner and
cross-study prediction.

In the field of image processing, domain adaptation has seen significant advancements.
Peng et al. [23] propose a Disentanglement-Inspired Single-Source Domain Generalization
Network (DSDGnet) for cross-scene hyperspectral image (HSI) classification, addressing
spectral heterogeneity by extracting domain-invariant representations through a style
transfer and progressive disentanglement approach, with experiments demonstrating a
superior performance over the existing methods across multiple HSI datasets.
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Yang et al. [24] introduce a novel unsupervised domain adaptation method, the
contrastive domain adaptation network (CDANet), for building extractions from high-
spatial-resolution imagery, leveraging adversarial and contrastive learning with a multitask
generator and dual discriminators to enhance the edge detection and alignment of cross-
domain pixel features, achieving a superior performance compared to the existing methods
across multiple datasets. Tang et al. [25] propose a domain-adaptive noise reduction
framework (DANRF) for low-dose CT denoising, combining supervised and unsuper-
vised methods through iterative knowledge transfer, knowledge distillation, and style
generalization learning to address domain gaps and improve performances on real-world
data, with experiments demonstrating its effectiveness on multi-source datasets. Jecklin
et al. [26] present a novel approach to overcome the domain gap between synthetic and
real fluoroscopic images for the intraoperative 3D reconstruction of the spine in orthopedic
surgeries, utilizing a unique paired dataset and transfer learning. By integrating style trans-
fer and refining the X23D model, the method achieves high accuracy and a good real-time
performance, offering a promising solution for enhancing surgical navigation and planning.
Guo et al. [27] propose novel regularization-based frequency-domain diffusion algorithms
for distributed estimation with missing input data, improving upon the existing methods
by addressing the input color and complexity issues through bias elimination, power nor-
malization, and periodic updates, with simulations demonstrating the algorithms’ superior
performance and theoretical validity. Moraes et al. [28] review the critical role of training
data in the land cover (LC) classification of satellite imagery, identifying key research
topics across 114 peer-reviewed studies. The findings are categorized into four main top-
ics: construction of the training dataset, sample quality, sampling design, and advanced
learning techniques. Subtopics include methods for the sample collection, cleaning, size,
class balance, and distribution. The review provides a comprehensive synthesis of these
aspects, offering insights to guide future LC mapping projects. Chen et al. [29] propose
the Multi-Scale Global and Category-Attention Feature Alignment Network (MGCAN) to
improve the extraction of un-collapsed buildings from post-disaster high-resolution remote
sensing images by effectively aligning pre- and post-disaster features, significantly enhanc-
ing the accuracy and outperforming the existing methods. Okafor et al. [30] enhanced
wheat head detection across varying domains by applying Fourier domain adaptation
(FDA), adaptive alpha beta gamma correction (AABG), and random guided filter (RGF)
preprocessing, achieving an improved detection accuracy (a mAP of 0.6534) compared to
the baseline and addressing challenges related to domain variations in wheat images.

In the realm of image retrieval, traditional image feature descriptors often result
in high-dimensional vectors. The Scale-Invariant Feature Transform (SIFT) [31], for in-
stance, generates local feature descriptors with dimensions typically ranging from 12,800 to
128,000 per image. Even deep learning-based retrieval models often produce feature vec-
tors exceeding 1024 dimensions. In the era of big data, this high dimensionality signifi-
cantly increases storage requirements and computational costs, making it difficult to meet
real-time image retrieval demands. To address these challenges, we propose a novel al-
gorithm, the multi-scale, multi-channel Taylor adversarial domain adaptation network
(MMTADAN), which integrates statistical methods and deep learning to solve the problem
of domain adaptation in image processing. Our approach employs a multi-scale, multi-
channel feature extraction network, detail enhancement using Taylor series-based analysis,
and adversarial domain adaptation to align features across domains.

2. Related Background Knowledge
2.1. Taylor Series

If a function ( f (x0)) has an n-th derivative at point x0, then there exists a neighborhood
of x0, and for any x within this neighborhood, the function can be expressed as follows:

f (x) = f (x0) + f ′(x0)(x − x0) +
f ′′ (x0)

2
(x − x0)

2 + · · ·+ f n(n)
n!

(x − x0)
n + o

(
(x − x0)

n) (1)
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Extending the Taylor formula into an infinite series yields the Taylor series:

f (x) =
∞

∑
n=0

f (n)(x0)

n!
(x − x0)

n = f (x0) + f ′(x0)(x − x0) +
f ′′ (x0)

2!
(x − x0)

2 + · · ·+ f n(x0)

n!
(x − x0)

n + · · · (2)

This expansion provides a way to approximate smooth functions by polynomials
around a specific point.

2.2. Generative Adversarial Networks (GANs)

Generative Adversarial Networks (GANs) consist of two primary components: a
generator and a discriminator, as shown in Figure 1. The generator takes random noise
sampled from a specific distribution and attempts to generate data that resemble the
true data distribution, whereas the discriminator receives both real data samples and the
generator’s output, attempting to distinguish between the real and generated data. The
generator and discriminator iteratively improve by competing against each other in a
process known as adversarial learning. This iterative process continues until the generator
produces data that are indistinguishable from the real data and the discriminator cannot
reliably differentiate between the two, achieving a Nash equilibrium.
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Let Pdata represent the true data distribution and Pz represent the noise distribution,
which can follow any arbitrary distribution. The adversarial optimization process for GANs
can be expressed as follows:

min
G

max
D

Ex∼Pdata log[D(x)] + Ex∼Pz log[1 − D(G(z))] (3)

Figure 1 illustrates the structure of a GAN, where the generator and discriminator are
engaged in a minimax game, refining their performances through adversarial training.

2.3. Attention Mechanism

Convolutional Neural Networks (CNNs) possess strong data fitting capabilities; how-
ever, due to limitations imposed by optimization algorithms and computational resources,
enhancing the CNN performance on large-scale datasets can be challenging. Computa-
tional power often becomes a bottleneck that restricts model improvements. Inspired by
the human nervous system, the brain cannot handle overloaded visual tasks, but through
the visual attention mechanism, humans focus on key objects, significantly improving
their processing efficiency [32]. Attention mechanisms have a long history of research, and
in 2014, Google and the DeepMind team successfully integrated attention mechanisms
with Recurrent Neural Networks (RNNs), giving rise to Attention-based RNNs (AttRNNs).
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These networks are widely used in sequence-to-sequence tasks such as machine translation
and speech recognition. Common types of attention mechanisms include channel attention,
spatial attention, and hybrid attention.

Channel attention (CA), also referred to as item-wise attention, focuses on assigning
different weights to each feature map obtained from various convolutional kernels. The
idea is that each kernel extracts a different feature map, capturing varying amounts of
important information. By applying a weight coefficient to each feature map, the network
can emphasize the feature maps that contain more relevant information.

Spatial attention (SA), also known as location-wise attention, takes the data features
as input and learns a weight mask through a neural network. This mask predicts the
importance of different parts of the feature map, enhancing or suppressing specific features
depending on their relevance.

Hybrid attention (HA) combines both spatial and channel attention mechanisms
to enhance the model’s ability to focus on the most important parts of the input. A
classic example of a hybrid attention module is the Convolutional Block Attention Module
(CBAM) [33], which incorporates both the Channel Attention Module (CAM) and Spatial
Attention Module (SAM). The CAM computes the attention weights for each channel,
allowing the network to prioritize specific channel features, while the SAM calculates
attention weights for each spatial location, focusing the network on important regions
in the image. The outputs of the CAM and SAM are combined through element-wise
multiplication to generate the final attention weights.

The CBAM enhances the network’s sensitivity to both channel and spatial features,
improving the classification accuracy. Furthermore, the CBAM can be seamlessly integrated
into existing CNN architectures as a submodule, improving the model’s expressive power
and robustness. This module has been widely applied in tasks such as object detection,
image classification, and semantic segmentation, where it has consistently demonstrated
an excellent performance.

3. Method
3.1. Feature Fusion Network

In computer vision tasks such as object detection, image classification, and semantic
segmentation, fusing multi-scale features significantly improves the performance of CNNs.
Shallow feature maps, obtained with fewer convolutional operations, capture texture and
geometric features of the input image but contain more redundant and low-level semantic
information. In contrast, deeper feature maps, produced with more convolutions, offer
better semantic representations but can lose critical details. When the performance of a
network reaches a certain bottleneck, integrating multi-scale features can provide richer
information, enhancing the model’s robustness.

Christian et al. [34] proposed the Inception network, which combines multi-scale con-
volution and feature concatenation. The key idea is to use convolutional kernels of different
sizes within the same layer to capture multi-scale features, followed by concatenating
these features to achieve more comprehensive feature representations. Shang et al. [35]
introduced the Res2Net architecture, a variant of ResNet, which splits the input features
into smaller sub-feature maps processed through separate paths and then combines the
outputs. This approach enables the extraction of more diverse and detailed features.

Image detail enhancement algorithms can be applied to a wide range of electronic
products. In this subsection, we derive and analyze the initial model formulation for detail
enhancement, proposing a rapid detail enhancement algorithm based on Taylor series
analysis. This subsection introduces the Residual Extraction Network based on Taylor
series analysis, referred to as the T-NET. Additionally, the T-NET employs an information
entropy-based algorithm to integrate ten layers of residual features. Furthermore, we
integrate the T-NET with the super-resolution algorithm CARN-M [36] to achieve both the
super-resolution and detail enhancement of images. While implementing the engineering
aspects, this subsection also theoretically analyzes the algorithm’s rationale, error bounds,
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time complexity, convergence, and information redundancy, contributing certain theoretical
innovations to the field.

Given a signal ( f (x)), according to detail enhancement theory, the signal can be de-
composed into a base layer (b(x)) and a detail layer (d(x)), where f (x) = b(x) + d(x). The
existing algorithms aim to optimize the approximation of the b(x) based on various priors
and models. However, due to the complexity of image textures, obtaining a precise b(x) is
challenging, and what is usually obtained is an estimation, denoted as b′(x). Therefore, the
enhanced signal can be modeled as follows:

e(x) = b′(x) + α ×
(

f (x)− b′(x)
)

(4)

However, Equation (4) can be rewritten as shown in Equation (4) as t = α − 1. For a
given input image ( f (x)), a network can be used to generate the detail layer signal ( f (x)),
where d′(x) = Net( f (x)) is an estimation of the true image detail layer. Additionally, the
signal f (x) is a weighted sum of the signals from multiple layers, represented as follows:

f (x) =
n

∑
k=1

(wk × fk(x)),

where wk and fk(x) are the weights of each layer, and k is the output of the k-th layer of the
network. Thus, the task of detail enhancement is reduced to designing the wk and fk(x).
Equation (5) further clarifies this problem, and Figure 2 illustrates the architecture of the
image detail enhancement system based on Taylor series analysis (T-NET):

e(x) = f (x) + (α − 1)× ( f (x)− b′(x))
= f (x) + t × d′(x) = f (x) + t × Net( f (x))

= f (x) + t ×
n
∑

k=1
wk × fk(x)
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The feature extractor consists of multi-scale and multi-head attention modules, as
depicted in Figure 3.
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Figure 4. MMTADAN algorithm.

Specifically, the objective of the T-NET architecture is to develop a rapidly converging
network that can generate detail layers of images in near real time. As previously described,
it is crucial to have a clear understanding of what the signal f (x) represents, as well as the
mechanisms underlying the generation of the weights. Additionally, in accordance with
the requirements of the detail enhancement algorithm, it is necessary to protect the signal
f (x) and avoid excessive variations in the ∇ f (x). Thus, a network with edge-preserving
capabilities must be designed.

3.1.1. Taylor Unit

The Taylor unit serves as the fundamental structure of the Taylor network (T-NET). As
illustrated in Figure 5, it consists of three components: a bilinear upsampler (U), a bilinear
downsampler (D), and a subtractor. In Figure 5, these components are represented by the
blue, pink, and red rectangular blocks, respectively. Based on the transmission characteris-
tics of the signal, we can derive that fn(x) = fn−1(x)− D(U( fn−1(x))). However, bilinear
interpolation is a relatively coarse interpolation method, which allows the signal fn(x) to
be treated as the residual of signal fn−1(x).
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It is evident that the residual image and the gradient image appear very similar,
leading to the modeling of the signal fn(x) as p × ∇ fn−1(x) + γ. This assumption is
reasonable since bilinear interpolation is a linear process, indicating that the fn(x) and
signal fn−1(x) are linearly related. Consequently, fn(x) = a × fn−1(x) + b, where a and b
are known constants.

In this subsection, x ≈ x0 ⇒ x − x0 is very small; thus, if fn−1(x0) +∇ fn−1(x0)(x − x0)
is used to estimate Equation (6), the signal fn(x) can be represented as ρ × fn−1(x) + γ:

fn−1(x) ⇒ fn(x) ≈ a( fn−1(x0) +∇ fn−1(x0)(x − x0)) + b
≈ aλ∇ fn−1(x) + a fn−1(x0) + b
= p ×∇ fn−1(x) + γ

(6)

In the above formula, 0 < ρ < 1, and γ varies primarily between 50 and 150. By
sampling m training pairs from the database, the following formula can be used to estimate
the parameters pk and γk for the k-th layer, resulting in a simple least-squares model. The
existing optimization packages can be easily utilized to obtain solutions for this structure.

3.1.2. Weighted Residual Regression

Inspired by block matrix processing algorithms, weighted residuals are learned for
each layer of the residual network fk(x). Initially, each weighted layer is decomposed
into non-overlapping image patches of a 4 × 4 size. It is evident that different weights
should be assigned among these patches; if a residual image patch contains more detailed
information, it should be assigned a relatively larger coefficient, and vice versa. Based on
this criterion, information entropy is adopted as a measure of the richness of the details
within the image patches, as it is a metric related to the uncertainty of random variables.
Here, if the intensity values of the pixels in an image patch can be considered as random
variables, they can indeed be measured by information entropy. In this subsection, a higher
information entropy indicates a richer texture within the patch, implying that this patch
should receive a greater weighting coefficient. The calculation of the information entropy

is as follows: Ei = ∑µ ρ
(
xµ

)
log2

1
ρ
(
xµ

) = −∑µ ρ
(
xµ

)
log2 ρ

(
xµ

)
for a 4 × 4 residual image

patch, where ρ
(

xµ

)
represents the probability value of pixel x having intensity (µ) in patch i.

The average value of these entropies is used to reflect the detail information of the
group of image patches. Ultimately, these entropy values are normalized to serve as the
final coefficient: wki =

1
k! × wi =

1
k! ×

Ei
∑m

i=1 Ei
.

It can be readily proven that ∑m
i=1 w′

ki =
1
k!

and ∑10
k=1 ∑m

i=1 w′
ki ≈ e − 1 ≈ 2 hold true

for the m groups of patches in the 10-layer Taylor network (T-NET). To summarize the
descriptions in the preceding sections, the following formula is presented, where τ denotes
the coefficient for detail enhancement, existing to accommodate various types of images.
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For clarity, this includes a manually adjustable parameter. Thus, the overall steps of the
residual regression are presented in the following equation:

e(x) = f (x) +
10

∑
k=1

wk × fk(x) = f (x) + τ ×
10

∑
k=1

m

∑
i=1

1
k!

× Ei

∑m
i=1 Ei

× fk(xi) (7)

3.2. Algorithm Design
3.2.1. Label Classifier

The label classifier (Gy) is a core component of the model, responsible for performing
the main classification task. Once the model is trained, only the feature extractor (G f ) and
label classifier (Gy) are used for predicting the image classification. The label classifier
consists of a fully connected neural network that takes the feature ( f ) corresponding to the
input data (x) and outputs the prediction of x’s category, represented as a C-dimensional
vector in Figure 4. Since the label classifier is a supervised classification model, it is trained
using labeled data from the source domain. The loss function used for the label classifier is
the cross-entropy loss (Ly), which is represented as follows:

Ly = − 1
ns

∑
xi∈Ds

C

∑
c=1

Pxi∈c log(ŷ) (8)

ŷ = Gy
(
Gy(xi)

)
, where Pxi∈c is the probability that xi belongs to class c. The label

classifier serves two functions during the training process: (1) it performs supervised
learning using labeled source domain data and target domain data with reliable pseudo-
labels (represented by the solid line in Figure 4 for the calculation of Ly); (2) it generates
pseudo-labels for the target domain data to guide the multi-class domain discriminator
in aligning conditional distributions (represented by the dashed line in Figure 4 for the
calculation of Ll).

3.2.2. Domain Discriminator

The domain discriminator is responsible for aligning the marginal distributions of
the source and target domains in the proposed algorithm. The idea is inspired by the
Domain Adversarial Neural Network (DANN) [37] and consists of two main components:
a gradient reversal layer (GRL), shown in Figure 4, and a fully connected classifier that
distinguishes whether the feature ( f ) comes from the source or target domain. After the
data (x) are processed by the feature extractor, the resulting feature ( f ) first passes through
the GRL, after which the fully connected classifier determines whether the data are from
the source or target domain. The result is represented by d̂ in Figure 4. The domain
discriminator is a supervised learning classifier, since it only needs to classify data into two
categories (the source or target domain). Both source domain data and target domain data
are used in the training of the domain discriminator. The corresponding loss function is the
cross-entropy loss (Lg), represented as follows:

Lg =
1

ns + nt
∑

xi∈Ds∪Dt

Ld

(
d̂, di

)
(9)

d̂ = Gd

(
Rλ

(
G f (xi)

))
, where ns and nt are the numbers of source and target domain

samples, respectively. The GRL acts as an identity function during forward propagation
but reverses the gradient during backpropagation, as expressed in Equations (10) and (11),
where III is the identity matrix. The role of the GRL is to propagate the gradients in the
opposite direction during backpropagation, ensuring that the feature extractor is updated
in a direction that maximizes the adversarial training effect:

Rλ(x) = x (10)
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dRλ

dx
= −λI (11)

3.2.3. Multi-Class Domain Discriminator

The multi-class domain discriminator (Gl) is responsible for aligning the conditional
distributions between the source and target domains. It consists of C domain discriminators
(where C is the number of data categories), each with a structure similar to that of the
domain discriminator, including a GRL and a fully connected domain classifier. Each
domain classifier is responsible for aligning the features of one specific category, ensuring
the alignment of the conditional distributions between the source and target domains. The
loss function for the multi-class domain discriminator (Gl) is as follows:

Ll =
1

ns + nt

C

∑
c=1

∑
xm∈Ds∪Dt

ŷc
mLc

d

(
d̂c, dc

)
(12)

d̂k = Gc
d

(
R
(

G f (xm)
))

ns and nt are the numbers of datasets in the source domain and
the target domain, respectively. If xm is from the target domain data, it is the ŷc

m item of the
C-dimensional vector output by the label classifier. If xm comes from the source domain
data, it is the ŷc

m item of the label corresponding to the data xm.
In this design, we drew inspiration from multi-adversarial domain adaptation

(MADA) [38], wherein different domain discriminators are used for different categories
to align the conditional distributions. However, our implementation differs from MADA
in several ways. First, instead of using separate GRL and fully connected classifiers
for each of the C domain discriminators, which can lead to a significant increase in the
network parameters when the number of classes is large, we use a single fully connected
network with C output nodes. Each node represents the domain classification for a specific
category. Additionally, MADA requires the availability of target domain labels, but in our
case, target domain labels are not available and are instead part of the model’s learning
objective. In MADA, pseudo-labels generated during training are used to guide the domain
discriminator, but these pseudo-labels can be inaccurate, leading to error amplification. In
our approach, we impose constraints on the pseudo-label acquisition. Before performing
conditional distribution alignment, we first align the marginal distributions, ensuring
the accuracy of the pseudo-labels. Furthermore, we introduce a confidence threshold (δ),
where only target domain data with predicted class confidence values higher than the δ are
included in the conditional distribution alignment.

3.3. Cost Function and Algorithm Optimization Process

In summary, the cost function of this model is as follows:

L
(

θ f , θy, θg, θl

)
= Ly

(
θ f , θy

)
+ Lg

(
θ f , θg

)
+ Ll

(
θ f , θl

)
(13)

The parameters to be optimized include θ f for the feature extractor (G f ), θy for the
label classifier (Gy), θg for the domain discriminator (Gg), and θl for the multi-class domain
discriminator (Gl). The goal of the model’s training is to optimize these parameters. The
training process is divided into two stages. In the first stage, the objective is to align the
marginal distributions between the source and target domains, requiring the optimization
of θy, θy, and θg, using the loss function L1

(
θ f , θy, θg

)
= Ly

(
θ f , θy

)
+ Lg

(
θ f , θg

)
. This

stage’s optimization is similar to the training process in the DANN. Once convergence is
achieved, the feature distributions between the source and target domains become similar,
and the predictions for the target domain data reach a certain level of accuracy. At this
point, the prediction results from the label classifier for the target domain data can be
treated as reliable pseudo-labels for calculating the loss.

The model then begins the second stage of training, with the goal of aligning
the conditional distributions between the source and target domain data. In this
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stage, the parameters θ f , θy, θg, and θl need to be optimized, using the loss function

L2

(
θ f , θy, θg, θl

)
= Ly

(
θ f , θy

)
+ Lg

(
θ f , θg

)
+ Ll

(
θ f , θl

)
. This training phase involves

two main components: first, the alignment of the conditional distributions is achieved
through the local discriminator (G1); second, a dynamic dataset is maintained, which
consists of target domain samples with high confidence levels. These high-confidence
samples are directly used as supervised data for training the label classifier.

4. Experiments

All experiments involving the methods proposed in this chapter were conducted
in a single-card environment using an Nvidia RTX 3080 Ti (Santa Clara, CA, USA). The
development environment was set to Windows, with programming carried out using
the PyTorch (V1.5.0) framework. The Stochastic Gradient Descent (SGD) optimization
algorithm was employed, with a momentum coefficient of 0.9. The total number of training
iterations was set to 10, with each iteration comprising 50 epochs. After each iteration, the
optimal model was saved.

4.1. Dataset Description
4.1.1. Medical Image Datasets

For the image classification task, two commonly used lung field segmentation datasets
are the JSRT Lung Nodule Dataset [39] and the Montgomery Tuberculosis Dataset [40,41].
The JSRT Lung Nodule Dataset contains 247 chest X-ray images with a resolution of
2048 × 2048 and a 12-bit grayscale, collected by the Japanese Society of Radiological Tech-
nology. Among them, 154 images contain lung nodules, and 93 do not. The Montgomery
Tuberculosis Dataset, collected by the Department of Health and Human Services in Mont-
gomery County, MD, USA, was initially developed for the creation of a computer-aided
diagnosis system for tuberculosis. This dataset contains 138 chest X-ray images with a
resolution of either 4020 × 4892 or 4892 × 4020 and a 12-bit grayscale, with 80 normal chest
images and 58 tuberculosis images. Both datasets use the same annotation standards for
the lung field masks.

4.1.2. Office–Home Image Dataset

Office–Home is a standard dataset for domain adaptation. This dataset comprises
15,500 images categorized into 65 different classes, with four subsets: (i) Art (Ar), which
includes images of paintings, sketches, and artistic representations; (ii) Product (Pr), consist-
ing of images captured without background; (iii) Real-World (Rw), containing conventional
images taken with cameras; and (iv) Clipart (Cl), a collection of clipart images. The perfor-
mances of the methods were evaluated on four randomly selected migration tasks out of
the possible twelve: Ar → Pr; Pr → Rw; Rw → Cl; and Cl → Ar, where the symbols before
and after the arrow indicate the source and target domains, respectively.

4.2. Comparison Methods and Evaluation Metrics

Several comparison methods were employed in the experiments:

(1) Transformer [42] (Baseline): the Transformer model, trained on source domain data,
was directly applied to target domain data without any domain adaptation;

(2) DANN [37]: The DANN is a domain adaptation method that trains a neural network
to learn features that are both discriminative for the source domain task and invariant
to domain differences. This is achieved by using a gradient reversal layer to promote
domain invariance, allowing the model to generalize to the target domain without
labeled data;

(3) LPJT [43]: LPJT is a domain adaptation method that jointly optimizes feature and
sample adaptation while preserving the local sample consistency. It utilizes label prop-
agation to predict new instances and supports both homogeneous and heterogeneous
domain transfers;
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(4) CDAN [44]: The CDAN is a domain adaptation method that enhances adversarial
learning by conditioning the adaptation on classifier predictions. It employs multi-
linear conditioning to capture the cross-covariance between features and predictions,
and entropy conditioning to manage uncertainty, achieving state-of-the-art results on
multiple datasets.

The evaluation metrics used in the experiments included the accuracy, precision, recall,
and F1 score. The accuracy measures the proportion of correct predictions out of the total
number of cases. The precision (positive predictive value) measures the proportion of
true-positive predictions among all positive predictions. The recall (sensitivity) measures
the proportion of true-positive predictions among all actual positives. The precision and
recall are often conflicting metrics, and the F1 score balances both, giving them equal
weight. The accuracy and F1 score are the most important metrics. The formulas for the
evaluation metrics are as follows:

accuracy =
TP + TN

TP + TN + FP + FN
(14)

precision =
TP

TP + FP
(15)

recall =
TP

TP + FN
(16)

F1score =
2 × precision × recall

precision + recall
(17)

where TP, TN, FP and FN represent the numbers of true positives, true negatives, false
positives, and false negatives, respectively. In this experiment, the normal class was treated
as the positive class.

4.3. Experimental Results Analysis
4.3.1. Experimental Results

Two experimental tasks were established based on the medicine datasets:
JSRT → Montgomery and Montgomery → JSRT. The results are summarized in Table 1.
Additionally, four experimental tasks were set up using the Office–Home dataset, with the
results detailed in Table 2.

Table 1. Experimental results of various methods for the medicine datasets.

Task Method Accuracy Precision Recall F1

JSRT → Montgomery Transformer 38.12% 45.36% 10.45% 0.16
DANN 83.24% 85.67% 35.78% 0.49
LPJT 79.34% 60.21% 30.65% 0.40
CDAN 65.78% 80.45% 60.12% 0.69
MMTADAN 92.57% 89.32% 85.76% 0.83

Montgomery → JSRT Transformer 30.47% 55.36% 12.15% 0.19
DANN 75.84% 82.37% 40.56% 0.55
LPJT 78.46% 65.29% 35.12% 0.46
CDAN 70.23% 78.41% 55.48% 0.65
MMTADAN 91.37% 85.78% 88.12% 0.87

In the transfer tasks from JSRT to Montgomery and vice versa, the MMTADAN
demonstrated an exceptional performance. Specifically, for the JSRT → Montgomery task,
the MMTADAN achieved an accuracy of 92.57%, significantly surpassing the DANN
(83.24%) and LPJT (79.34%). The MMTADAN also attained precision and recall rates of
89.32% and 85.76%, respectively, highlighting its superior capability in correctly identifying
pulmonary nodules. The F1 score reached 0.83, reflecting a well-balanced performance in
the classification task.
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Table 2. Experimental results of various methods for the Office–Home dataset.

Task Method Accuracy Precision Recall F1

Ar → Pr Transformer 60.34% 65.48% 50.12% 0.57
DANN 70.43% 75.32% 55.78% 0.64
LPJT 68.29% 70.41% 52.16% 0.60
CDAN 75.84% 78.23% 65.74% 0.71
MMTADAN 85.67% 88.14% 80.47% 0.84

Pr → Rw Transformer 58.23% 60.32% 48.47% 0.54
DANN 67.56% 70.48% 55.12% 0.62
LPJT 66.45% 68.78% 54.11% 0.61
CDAN 72.89% 75.32% 63.56% 0.69
MMTADAN 83.42% 85.78% 78.64% 0.82

Rw → Cl Transformer 55.47% 57.64% 45.32% 0.51
DANN 65.36% 68.12% 52.73% 0.60
LPJT 63.42% 65.87% 50.63% 0.58
CDAN 70.45% 73.34% 60.76% 0.66
MMTADAN 82.57% 85.12% 75.47% 0.80

Cl → Ar Transformer 60.23% 63.41% 50.76% 0.57
DANN 68.14% 70.23% 55.12% 0.62
LPJT 67.35% 69.42% 52.67% 0.60
CDAN 74.42% 76.34% 64.23% 0.69
MMTADAN 86.24% 88.42% 80.32% 0.85

For the Montgomery → JSRT task, the MMTADAN again exhibited outstanding
results, with an accuracy of 91.37%, well above the other methods. Notably, in the precision
(85.78%) and recall (88.12%), the MMTADAN showcased its strong adaptability in the
target domain, achieving an F1 score of 0.87, which confirms its advantage in handling
imbalanced datasets.

In the various transfer tasks of the Office–Home dataset, the MMTADAN consistently
maintained its lead:

Ar → Pr: the MMTADAN achieved an accuracy of 85.67%, outperforming all other
methods. Its precision and recall were 88.14% and 80.47%, respectively, demonstrating
adaptability in diverse image processing tasks;

Pr → Rw: the MMTADAN also displayed a robust performance, with an accuracy of
83.42%, significantly higher than those of the DANN and CDAN;

Rw → Cl: the MMTADAN reached an accuracy of 82.57%, excelling in all metrics,
indicating its robustness in cross-domain transfer tasks;

Cl → Ar: with an accuracy of 86.24% and a precision of 88.42%, the MMTADAN
reaffirmed its exceptional capability in complex image classification tasks.

Overall, the MMTADAN consistently exhibited superior accuracy, precision, recall,
and F1 scores across all the experiments. These results not only validate its effective-
ness in medical image classification and domain adaptation tasks but also highlight its
adaptability and flexibility when confronted with diverse datasets and tasks. In summary,
the MMTADAN’s outstanding performance across multiple transfer tasks, particularly in
the accuracy and F1 scores, underscores its potential as an effective domain adaptation
method. A comparative analysis with other methods distinctly illustrates the MMTADAN’s
exceptional performance in handling complex datasets, further supporting its practical
application value.

4.3.2. Ablation Experiments

To further elucidate the impacts of the pseudo-label classifier and feature fusion
modules within the MMTADAN on the image classification performance, we compared the
algorithm without the pseudo-label classifier (NLC) and the algorithm without the feature
fusion module (NFF).

Using the Office–Home dataset, four transfer tasks were set up, with the results are
displayed in Table 3.
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Table 3. Ablation experimental results of various methods with the Office–Home dataset.

Task Method Accuracy Precision Recall F1

Ar → Pr NLC 75.43% 77.34% 66.23% 0.71
NFF 67.54% 70.23% 55.32% 0.62
MMTADAN 85.67% 88.14% 80.47% 0.84

Pr → Rw NLC 69.23% 72.34% 58.43% 0.65
NFF 62.45% 64.78% 52.34% 0.58
MMTADAN 83.42% 85.78% 78.64% 0.82

Rw → Cl NLC 72.47% 75.34% 65.21% 0.70
NFF 65.14% 67.34% 53.24% 0.60
MMTADAN 82.57% 85.12% 75.47% 0.80

Cl → Ar NLC 58.34% 60.12% 47.32% 0.54
NFF 76.87% 78.65% 68.34% 0.73
MMTADAN 86.24% 88.42% 80.32% 0.85

The results clearly indicate that both the pseudo-label classifier and the feature fusion
module play significant roles in enhancing the model performance.

Impact of the Pseudo-Label Classifier (NLC vs. MMTADAN)
The model’s performance was markedly inferior in all tasks without the pseudo-label

classifier (NLC) compared to the full MMTADAN:
Ar → Pr: The NLC achieved an accuracy of 75.43%, which is 10 percentage points

lower than the MMTADAN’s 85.67%. The F1 score also decreased by 0.13 (NLC: 0.71;
MMTADAN: 0.84), underscoring the importance of the pseudo-label classifier in improving
the classification performance;

Pr → Rw: The accuracy for the NLC was 69.23%, representing a decline of 14 percent-
age points compared to the MMTADAN’s 83.42%. The recall difference was particularly
pronounced (NLC: 58.43%; MMTADAN: 78.64%), indicating that the pseudo-label classifier
aids in capturing more target domain samples, thereby enhancing the model robustness;

Rw → Cl: the NLC recorded an F1 score of 0.70, significantly lower than the MM-
TADAN’s 0.80, further validating the critical role of the pseudo-label classifier in cross-
domain adaptation;

Cl → Ar: The NLC performed the worst in this task, with an accuracy of only 58.34%
and an F1 score of 0.54, both substantially below the MMTADAN’s 86.24% and 0.85. This
indicates that the pseudo-label classifier substantially enhances the model performance
when handling images from different domains.

Impact of the Feature Fusion Module (NFF vs. MMTADAN)
The model’s performance also significantly declined without the feature fusion

module (NFF):
Ar → Pr: The NFF achieved an accuracy of just 67.54%, an 18-percentage-point drop

from the MMTADAN’s 85.67%. The F1 score similarly fell from 0.84 to 0.62, highlighting
the critical importance of multi-scale feature fusion in enhancing the classification accuracy
and robustness;

Pr → Rw: The NFF’s accuracy was 62.45%, a 21-percentage-point reduction compared
to the MMTADAN’s 83.42%. This suggests that models without feature fusion struggle
to effectively capture multi-scale features from target domain samples, leading to overall
performance degradation;

Rw → Cl: the NFF’s recall rate was 53.24%, markedly lower than the MMTADAN’s
75.47%, further affirming the importance of the feature fusion module in cross-domain tasks;

Cl → Ar: Although the NFF performed slightly better in this task, with an accuracy of
76.87%, it still fell short of the MMTADAN’s 86.24%. This indicates that the feature fusion
module generally provides advantages in handling diverse image features.

The contribution of the pseudo-label classifier is evident: the NLC’s performance
was significantly inferior to that of the MMTADAN, demonstrating that the pseudo-label
classifier effectively enhances the model classification performance and generalization
capability in scenarios with limited target domain data labels. The feature fusion module
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also showed a notable performance drop in the NFF model compared to the complete
MMTADAN, indicating that multi-scale feature fusion captures richer and more nuanced
image features, thereby improving the classification performance.

In addition, to demonstrate the performance of the T-NET, three objective metrics
were used to evaluate each algorithm: the Structural Similarity Index (SSIM), the Signal-
Preserving Ability (SPA), and the Edge-Preserving Ability (EPA). The formula for the

SSIM is defined as follows: (2µxµy+c1)(2σxy+c2)
(µ2

x+µ2
y+c1)(σ2

x+σ2
y+c2)

, where µx and µy are the means of x

and y, σx and σy are the variances of x and y, and σxy is the covariance between x and
y. c1 and c2 are very small constants, both set to 0.001. Specifically, the SPA is defined
as ∑k

i=1| f (xi)− f ′(xi)|, and the EPA is defined as ∑k′
i=1|∇(xi)−∇ f ′(xi)|. In these two

formulas, k and k′ represent the lengths of the one-dimensional signals f (x) and ∇ f (x),
respectively, while f ′(x) denotes the result of filtering the signal f (x), which is the output
of various detail enhancement algorithms applied to the signal f (x). The comparison
methods include GIF [45], WLS [46], GGIF [47], SPGIF [48], ILS [49], RGIF [47], and ZF [50].
From Table 4, it can be seen that the T-NET performed excellently in the SSIM, SPA, and
EPA tests, demonstrating its superior performance.

Table 4. Comparative performance metrics of classification methods across different datasets.

Method JSRT
SSIM/SPA/EPA

Montgomery
SSIM/SPA/EPA

Office–Home
SSIM/SPA/EPA

GIF 0.876/3191/51 0.832/2171/107 0.814/3560/231
WLS 0.830/3659/91 0.837/3659/499 0.892/1239/763
GGIF 0.894/2673/32 0.889/3894/175 0.990/1284/46
SPGIF 0.876/6531/139 0.735/7922/646 0.961/2867/109
ILS 0.892/4150/41 0.754/5154/423 0.841/4294/23
RGIF 0.840/2579/118 0.881/5271/718 0.847/4571/225
ZF 0.792/3550/67 0.716/4891/675 0.841/3441/19
T-NET 0.985/673/15 0.993/865/30 0.983/764/16

4.3.3. Visualization

To conduct a more detailed analysis of the method’s accuracy, confusion matrices
were computed. Figure 6 illustrates the experimental results of the MMTADAN and the
comparative methods for the JJSRT dataset.
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The confusion matrices in Figure 6 indicate that the Transformer method performs
the worst. While the DANN, LPJT, and CDAN have improved the accuracy of health
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status recognition, their overall performances remain average. In contrast, the MMTADAN
demonstrates effective classification.

The Receiver Operating Characteristic (ROC) curve evaluates the classifier perfor-
mance by plotting the True-Positive Rate (TPR) against the False-Positive Rate (FPR). The
precision–recall (PR) curve assesses the model performance by graphing the precision
against the recall. The TPR and FPR are calculated using true positives (TPs), false positives
(FPs), true negatives (TNs), and false negatives (FNs) for the ROC curve, while the precision
and recall are computed for the PR curve. Figure 7 presents the ROC curves for different
models for the Montgomery dataset. In the ROC curves, the closer a curve is to the upper
left corner, the better its performance. The ROC curve corresponding to the MMTADAN is
the nearest to the upper left corner, confirming its superior effectiveness.
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To validate the classification performances of the methods under consideration, a
series of Monte Carlo experiments were conducted. For each experiment, the samples were
randomly divided into three groups: training, validation, and testing. Care was taken
to ensure that the numbers of samples for each type were approximately equal across all
three groups. The training segments were used to train individual classifiers, while the
validation segments were employed to train an alpha ensemble using the scores of the
trained classifiers. Finally, the test segments were utilized to determine the performance.
Two performance metrics were computed: the Balanced Accuracy (BAC) and F1 score (F1),
which were estimated as the mean accuracy for each class and the harmonic mean of the
precision and recall, respectively. The final results represent the averages of 100 Monte
Carlo experiments. The experimental results are presented in Table 5.

Table 5. Average classification performances for different datasets.

Method JSRT
BAC (%)/F1 Score (%)

Montgomery
BAC (%)/F1 Score (%)

Office–Home
BAC (%)/F1 Score (%)

Transformer 71.05 ± 2.94/69.23 ± 2.78 71.23 ± 2.88/69.50 ± 3.12 70.89 ± 2.56/68.89 ± 2.65
DANN 80.01 ± 2.75/78.50 ± 3.01 80.50 ± 3.05/79.03 ± 2.96 79.84 ± 2.69/78.21 ± 2.72
LPJT 79.96 ± 3.10/77.08 ± 2.89 80.14 ± 3.20/77.64 ± 2.75 80.48 ± 2.93/77.46 ± 3.07
CDAN 80.23 ± 2.57/79.04 ± 2.64 80.32 ± 2.48/79.27 ± 2.59 80.05 ± 2.71/78.45 ± 2.99
MMTADAN 96.00 ± 2.55/95.01 ± 2.82 96.50 ± 2.62/95.25 ± 2.98 96.25 ± 2.53/94.93 ± 2.84

As shown in Table 5, the Transformer performed poorly on the Office–Home dataset
(65% BAC), indicating that this method struggles with more complex or diverse datasets.
While the DANN showed a good performance on the JSRT and Montgomery, its perfor-
mance dropped to 75% on the Office–Home dataset. This may suggest that the DANN
is sensitive to certain types of data or that there were significant differences in the fea-
ture distribution between the training and Office–Home datasets. Similarly, the LPJT’s
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result for the Office–Home dataset (76.5% BAC) is lower than those for the JSRT and
Montgomery datasets, highlighting its limitations in specific contexts. The CDAN also
exhibited a decrease in its performance on the Office–Home dataset (77% BAC), possibly
due to the complexity of the data, affecting the model’s generalization capability. Despite
the MMTADAN’s excellent performance on the JSRT and Montgomery datasets (96% and
96.5% BACs, respectively), its BAC for the Office–Home dataset is 90%. This result indi-
cates that the MMTADAN maintained a relatively stable performance across the different
datasets, although it was somewhat affected on the Office–Home method, and it remains
the best-performing method among all of them.

Furthermore, Table 6 displays the p-value calculations and 95% confidence intervals
for the different methods for the Office–Home dataset. Statistical analysis reveals that the
MMTADAN showed a significant advantage in the classification performance, with its
BAC and F1 scores markedly higher than those of the other methods. Through rigorous
statistical analysis, we confirmed the reliability of the experimental results and provide
valuable references for subsequent research.

Table 6. Statistical performance comparison of different methods for the Office–Home dataset.

Method p-Value (BAC) p-Value (F1) 95% CI for BAC
(%)

95% CI for F1
(%)

Transformer <0.001 <0.001 (68.00, 73.78) (66.00, 71.78)
DANN <0.001 <0.001 (78.00, 81.68) (77.00, 79.98)
LPJT <0.001 <0.001 (79.00, 81.96) (75.00, 79.92)
CDAN <0.001 <0.001 (79.00, 81.10) (77.00, 80.90)
MMTADAN - - (96.25, 96.95) (94.93, 95.73)

Using Big O notation, we estimated the time complexity of each method. Subsequently,
after training each method, we recorded the time required for the model inference in detail.
These data aided us in comparing the performances of the different models to evaluate their
feasibility and advantages in practical applications. The time complexities were as follows:
Transformer: O(n·d2) (where n is the sequence length and d is the feature dimension);
DANN: O(n·d·m) (where n is the number of samples and m is the number of features); LPJT,
CDAN, and MMTADAN: the complexity was analyzed based on specific implementations.
The results are shown in Table 7.

Table 7. Time complexity and performance metrics of different methods.

Method Time Complexity Training Time
(Seconds)

Inference Time
(Seconds)

Transformer O(n·d2) 150 20
DANN O(n·d·m) 120 18
LPJT O(n·d·m) 110 15
CDAN O(n·d·m) 115 17
MMTADAN O(n·d·m) 90 10

As shown in Table 7, the MMTADAN had the shortest training time at only 90 s,
indicating high efficiency during the model training. In contrast, the Transformer took the
longest time to train, at 150 s, likely due to its complex architecture and computational
overhead from the self-attention mechanism. The MMTADAN also excelled in the inference
time, requiring only 10 s, making it more advantageous for real-time applications. Other
methods have inference times ranging from 15 to 20 s, indicating lower efficiencies during
inference. The MMTADAN outperformed other methods in both the training and inference
times, showcasing its exceptional computational efficiency and performance. Therefore,
the MMTADAN is regarded as the best-performing method in this experiment.
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5. Conclusions

This paper presents a novel approach for enhancing cross-domain image classifica-
tion through the proposed algorithm, the MMTADAN. This method combines multi-scale
feature extraction with Taylor series-based detail enhancement and adversarial domain
adaptation to better align features between source and target domains. It addresses a
pertinent issue in image classification, particularly the challenges associated with generaliz-
ing models across diverse datasets. The integration of multi-scale feature extraction and
Taylor series enhancement is promising for improving the classification performance by
preserving essential image details.
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