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Abstract

:

The vertical curve is designed to smooth sudden gradient changes in the longitudinal profile, enhancing train operational safety and passenger comfort. However, dynamic detection in these segments has consistently encountered issues with long-wavelength vertical irregularities exceeding tolerance limits. To investigate the root causes of this phenomenon and develop a targeted solution, a comprehensive vehicle-track dynamics simulation model was first constructed, based on the design principles for intercity railway vertical curves. The inertial reference method was then applied to process the acceleration and relative displacement data between the detection beam and the track, yielding virtual irregularities. These were compared with excitation irregularities to identify key factors affecting detection accuracy in vertical curve segments. Through further analysis of abnormal exceedances in detection data, the reference cancellation method was proposed. By employing smoothing filters and orthogonal least squares fitting, this method effectively removes track alignment components from the acceleration integration results. Detection errors under various conditions were then compared between the two methods to evaluate the feasibility and effectiveness of the reference cancellation approach. Results indicate that regions with increased longitudinal profile detection errors are primarily located at and near gradient transition points. The vertical curve radius was found to be the primary factor influencing the accuracy of long-wavelength irregularity detection. The proposed reference cancellation method effectively reduces detection errors in areas near gradient transition points to levels comparable to other track sections. Compared to the inertial reference method, the reference cancellation method reduces the maximum detection error by up to 71.77% and the root mean square error by up to 86.61%, effectively mitigating the abnormal exceedances associated with vertical curves.
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1. Introduction


With the continuous expansion of urban rail transit mileage and the significant increase in train speeds, the operational safety of locomotives and the comfort of passengers have garnered considerable attention [1]. Deviations between the geometric configuration of the track and design standards, referred to as track irregularities [2], have become a primary factor contributing to vibrations in railway vehicles and track structures [3]. The presence of track irregularities exacerbates wheel-rail wear, leads to the loosening of track structures, and diminishes both the safety and efficiency of train operations [4,5,6,7]. Therefore, the rapid and accurate detection of track irregularities is essential for enhancing track quality, ensuring train safety, and facilitating effective track maintenance operations [8].



Based on existing dynamic inspection results and relevant literature, it is evident that the wavelength of irregularities affecting train ride comfort increases with operating speed [9]. However, detecting long-wavelength irregularities near vertical curves in the track’s longitudinal profile often leads to significant detection errors and frequent exceedances in measurement data [10]. Therefore, it is crucial to conduct in-depth research on the anomalies in detection data for vertical curve segments in the longitudinal profile.



Previous studies have predominantly focused on the parameter settings for railway vertical curves and the analysis of vehicle dynamics, with some investigations exploring the relationship between vertical curve parameters and track dynamic irregularities. For instance, in [11], the authors analyzed the relationship between the maximum vertical vibration acceleration of a train and the vertical curve radius, gradient, and length of the intervening straight section from the perspective of dynamic responses as the train traverses a vertical curve. They also provided recommended values for vertical curve parameters in high-speed railways operating at 400 km/h. In [12], the authors conducted an in-depth analysis of wheel-rail dynamics, focusing on the track profile parameters and ride comfort. They identified that the primary vertical vibration frequency induced by vertical curves is associated with operating speed and gradient length, noting that a concise gradient length can lead to overlapping vibrations at the beginning and end of the vertical curve. In [13], the authors proposed design recommendations for the track profile parameters by comprehensively considering the dynamic responses of both the vehicle and track systems, determining the dynamic indicators sensitive to variation. In [14], using theoretical analysis, simulation, and data comparison, the authors studied the impact of vertical curve parameters on various dynamic performance metrics. They provided recommended values for vertical curve radii at 400 km/h, considering safety, comfort, and maintenance requirements. The authors of [15] provided recommended values for the minimum radius and length of high-speed railway vertical curves, considering both operational safety and passenger comfort. In [16], the authors conducted theoretical analyses and simulations to investigate the adaptability of existing high-speed railways operating at 250 km/h to increased operational speeds, optimizing related technical standards, including the minimum vertical curve radius. The authors of [17] referenced metro design specifications to calculate relevant technical requirements for metro lines operating at 140 km/h. Additionally, the authors of [18] analyzed measured data from the Shanghai Railway Bureau on the Hangzhou–Changsha Passenger Dedicated Line, revealing correlations between core vertical curve parameters, locomotive operating speeds, and long-wavelength irregularity exceedances in the time domain. In [19], the authors explored the relationship between longitudinal profile parameters and track irregularity detection through simulation, subsequently recommending lengths for incline segments of high-speed rail designs with a target speed of 300 km/h. Lastly, the authors of [20] utilized extensive dynamic inspection data to investigate the influence of vertical curve parameters on track dynamic irregularities and proposed optimization strategies for these parameters.



In summary, existing research often integrates track design and maintenance experiences through theoretical and empirical analyses, as well as simulation calculations, to adjust longitudinal profile parameters, thereby enhancing passenger comfort and improving track smoothness. However, research focused on improving the detection accuracy of long-wavelength irregularities near vertical curves and preventing abnormal exceedances in inspection data remains insufficient, which is critical for informed decision-making in track maintenance operations.



The structure of the remainder of this paper is outlined as follows: In Section 2, a multibody dynamics model is established, focusing on the design principles for vertical curves and the inertial reference method, followed by validation of the constructed model. Section 3 investigates the relationships between key parameters—such as train speed, vertical curve radius, length, and gradient—and the detection accuracy of track irregularities, identifying the primary factors influencing detection accuracy. Section 4 analyzes the reasons for significant errors in detection data from vertical curve segments and introduces the reference cancellation method to mitigate the impact of the inertial reference (track alignment) on detection accuracy, with simulation experiments conducted to validate the proposed method’s effectiveness. Finally, Section 5 presents the conclusions.




2. Virtual Track Inspection Technology


2.1. Multibody Dynamic Simulation Model


To investigate the relationship between dynamic detection accuracy of track vertical irregularities and variations in core parameters—such as train speed, vertical curve radius, length, and gradient—a comprehensive vehicle multibody dynamic model was developed using Simpack multibody dynamics simulation software, Simpack 2018.1-build66, 64 bit (as shown in Figure 1) to obtain virtual dynamic response signals. Subsequently, the virtual signals were processed using the inertial reference method, followed by digital high-pass filtering to obtain the track vertical irregularities, referred to in this study as “virtual vertical irregularities”. Based on observed anomalies in dynamic inspection and the practical research requirements for long-wavelength irregularities, the spatial cutoff frequency of the filter was set to 120 m.




2.2. Vertical Curve


The vertical curve is a critical component in the longitudinal profile of railways, connecting segments with varying gradients to enhance operational safety and passenger comfort when trains pass through gradient transition points. In Simpack, the configuration of vertical curves is accomplished by inputting key parameters, including length and gradient. When the gradient difference between adjacent segments exceeds 1‰, a circular vertical curve is mandated to ensure smooth transitions, with the minimum radius governed by comfort criteria [21], The formula is as follows:


   R  sh   ≥  v 2  / (   3.6  2   a  sh   )  



(1)




where    R  sh     is the radius of the vertical curve,  v  is the train speed, and    a  sh     is the allowable vertical centripetal acceleration based on passenger comfort criteria.



As metro systems and rapid transit lines with speeds exceeding 100 km/h continue to develop, various design codes and standards for track alignment have been established. However, discrepancies exist among technical standards and operational practises regarding values for vertical centripetal acceleration. For instance, the Metro Design Code (GB50157-2013) [22] stipulates two values—0.16 m/s2 for standard conditions and 0.3 m/s2 for challenging conditions—for lines operating at speeds below 100 km/h. In contrast, the Intercity Railway Design Code (TB 10624-2020) [23] and the Technical Specifications for Rapid Transit (T/CAMET 01001-2019) [24] define acceleration values for lines operating between 120 and 160 km/h, specifying limits of 0.15 m/s2 and 0.26 m/s2 for the former, and 0.25 m/s2 and 0.34 m/s2 for the latter, under standard and challenging conditions, respectively. Considering the additional margin introduced by rounding the vertical curve radius, this study standardizes the values of 0.15 m/s2 for standard conditions and 0.3 m/s2 for challenging conditions as the basis for further analysis and calculations.




2.3. Inertial Reference Method


Currently, the dynamic detection of track irregularities primarily relies on the inertial reference method [25]. This technique establishes a unified inertial reference using accelerometers, combined with distance sensors to capture the relative displacement between the detection system and the inertial reference, thereby calculating the track irregularity values. However, in practical measurements, the impact of track irregularities and dynamic variations in track geometry can induce multi-degree-of-freedom movements in the detection system. This motion may misalign the accelerometer’s sensitive axis with the inertial reference, introducing measurement errors. Therefore, it is essential to remove interference components from the accelerometer signals [26]. The response of the vertical accelerometer can be expressed as follows:


       α L  =     d 2   z L    d  t 2     + g cos  θ b  cos  ψ b  +   1 2   G     d 2   θ b    d  t 2     + v  ω z  P      α R  =     d 2   z R    d  t 2     + g cos  θ b  cos  ψ b  −   1 2   G     d 2   θ b    d  t 2     + v  ω z  P     P = cos  θ b  sin  ψ b  sin  φ b  − sin  θ b  cos  φ b       



(2)




where    α L    and    α R    represent the vertical acceleration measurements on the left and right sides, respectively;  G  is the horizontal distance between the left and right vertical accelerometers;    θ b   ,    ψ b    and    φ b    denote the roll, pitch, and yaw angles of the detection beam;    z L    and    z R    are the absolute displacements of the left and right vertical accelerometers in inertial space;  g  is the gravitational acceleration; and    ω z    represents the yaw angular velocity of the detection beam.



The integrated displacement results, along with the measurements from the distance sensors, are mapped onto the corresponding track cross-section to obtain the left and right vertical irregularities,    Z L    and    Z R   . The vertical irregularities calculated using Equation (3) are widely applied in track inspection systems, referred to in this study as the acceleration integration method. Where    θ s    represents the roll angle of the detection beam relative to the track plane;    δ L    and    δ R    denote the vertical relative displacements between the left and right vertical accelerometers and their respective rails.


       θ s  =     δ L  −  δ R    1500         Z L  = (  z L  +  δ L  ) cos  θ s  cos  ψ b       Z R  = (  z R  +  δ R  ) cos  θ s  cos  ψ b       



(3)








2.4. Validation of the Virtual Track Inspection Method


To validate the accuracy of the virtual track inspection technology based on the acceleration integration method, excitation irregularities were introduced into the track, enabling the train to operate under vertical excitation. The virtual vertical irregularities computed by the software were then compared with the excitation irregularities in both the time and frequency domains. For a time-domain comparison, a 2.5 m step-size sliding window was used to calculate the standard deviation of the error between the virtual and excitation irregularities, capturing amplitude variation information. For a frequency-domain comparison, Welch’s power spectral density (PSD) estimation method [27] was employed to calculate the power spectral density of the data sequences, providing an insight into wavelength components.



The excitation irregularities adopted in this study were generated from the spectrum inversion of ballastless tracks on Chinese high-speed railways. It is described by a piecewise fitting approach using power functions, with each segment of the track spectrum represented by a unified expression [28], as shown in Equation (4):


  S ( ϕ ) =   A   ϕ n      



(4)




where   S ( ϕ )   represents the power spectral density function;  ϕ  denotes the spatial frequency of the track irregularity,  A  and  n  are fitting coefficients, which can be obtained from Reference [29].



The excitation irregularities applied in the simulation model can be converted from spatial spectra into spatial irregularity sample sequences through numerical simulation methods. Given the focus on detection accuracy for long-wavelength vertical irregularities, the wavelength range of the excitation irregularities was set to 1–100 m, with a spatial sampling interval of 0.25 m. Simulations were conducted to obtain virtual vertical irregularities at different inspection speeds of 80, 120, and 160 km/h. Figure 2 presents a comparison of the virtual and excitation irregularities at an inspection speed of 80 km/h.



As shown in Figure 3a, although the calculation of virtual irregularities involves various interferences, including the train dynamics model, double integration, and high-pass filtering, the standard deviation of the error between the virtual and excitation irregularities remains generally within 0.05 mm. This indicates that the error is within an acceptable range.



Figure 3b demonstrates that the PSD curves of the virtual and excitation irregularities are largely consistent in both amplitude and trend, indicating that the wavelength components of the virtual irregularities obtained through the acceleration integration method align with those of the excitation irregularities across different detection speeds. Therefore, the virtual irregularities calculated via the acceleration integration method accurately reflect the amplitude and wavelength composition of the excitation irregularities, thereby validating the effectiveness of this approach.





3. Investigation of the Relationship Between Vertical Curves and Track Irregularities


With the accuracy of the proposed model and method validated, these tools were employed to analyze the factors influencing detection accuracy for tracking vertical irregularities in vertical curve segments. By varying key parameters—including train speed  V , vertical curve length  L , gradient  i , gradient difference   Δ i  , and radius R—we obtained virtual irregularities through the virtual track inspection method based on the acceleration integration approach. The virtual irregularities under different conditions were then compared with the excitation irregularities in both the time and frequency domains, identifying the primary factors affecting detection accuracy in vertical curve segments.



3.1. Impact of Train Operating Speed on Detection Accuracy


This section examines the impact mechanism of train operating speed on detection accuracy. Considering that the operating speed of most urban rail transit systems does not exceed 160 km/h, the test conditions were configured accordingly, as detailed in Table 1.



After obtaining virtual dynamic responses under varying speed conditions, virtual irregularities were computed. Given the extensive track length, a 500 m segment in both directions from the centre of the vertical curve was selected to include the complete vertical curve and allow the precise analysis of errors between virtual and excitation irregularities. This segment was analyzed in both the time and frequency domains. In Figure 4a, the mileage ranges 1600–1900 m and 2300–2600 m represent straight gradient sections, while 1900–2300 m corresponds to the vertical curve segment.



Figure 4a demonstrates that the virtual irregularities align well with the excitation irregularities across straight gradient sections and the central part of the vertical curve, with the error standard deviation remaining within 0.1 mm. However, notable spikes occur near the transition points—tangent-to-curve and curve-to-tangent points—of the vertical curve. The spike amplitude begins to increase approximately 100 m before the transition point, reaching a peak at the transition point itself, and then gradually decreasing within 100 m beyond it. Additionally, the spike amplitude is more pronounced at the curve-to-tangent transition point. With increasing speed, the error standard deviation shows minimal variation, indicating that train speed has a limited effect on the amplitude accuracy of virtual irregularity detection at vertical curves, consistent with previous findings in the literature [18].



Figure 4b illustrates that within the wavelength range of 1–100 m, the PSD curves of the virtual and excitation irregularities exhibit strong alignment, with similar trends and amplitude. Speed variations have no significant effect on the overall shape of the PSD curve in this range. However, for wavelengths exceeding 100 m, the PSD values of the long-wavelength components in the virtual irregularities increase noticeably, with a slight rise in PSD values observed as the speed decreases.




3.2. Impact of Vertical Curve Gradient and Length on Detection Accuracy


The length, radius, and gradient of a vertical curve are interrelated, satisfying the relationship   L = R ( arctan  i 1  − arctan  i 2  )  . By controlling one factor, the effects of variations in the other factors on detection accuracy can be examined. In this section, the vertical curve radius is held constant while the gradient and length are varied to assess their impact on detection accuracy. According to relevant design standards, the maximum single-sided gradient for intercity railways should not exceed 30‰. The specific test conditions are outlined in Table 2.



After obtaining the virtual dynamic responses under varying conditions of vertical curve gradient and length, the virtual irregularities were computed. Similar to the previous section, a 500 m segment was extracted in both directions from the centre of the vertical curve to ensure full coverage of the curve for a time and frequency domain analysis. The results are shown in Figure 5.



Figure 5a shows that under varying vertical curve gradients and lengths, the standard deviation of error between the virtual and excitation irregularities remains largely consistent in magnitude, with variations in peak error locations attributable to changes in vertical curve length. Specifically, the error standard deviation stabilizes around 0.3 mm near the tangent-to-curve transition and 0.5 mm near the curve-to-tangent transition, indicating higher detection error near the latter. This suggests that gradient variations have minimal impact on the detection accuracy of virtual irregularities. Figure 5b demonstrates that the PSD curves of the virtual irregularities remain largely unchanged across different gradient and length conditions, with only noticeable differences from the excitation irregularities in the 100–120 m wavelength range. This discrepancy arises from the spatial cutoff frequency of the high-pass filter at 120 m, which does not fully eliminate the influence of the track alignment. In summary, gradient variations in the vertical curve have no significant impact on the wavelength components of the virtual irregularities, which aligns with the findings in [19].




3.3. Impact of Vertical Curve Gradient and Radius on Detection Accuracy


In this section, the vertical curve length remains constant while the radius and gradient are varied to investigate their impact on detection accuracy. Based on Equation (1) and the selected    a  sh     values, calculations were performed, and the vertical curve radius was rounded to obtain a range of 6000–14,000 m. The specific test conditions are detailed in Table 3.



After obtaining the virtual dynamic responses under varying vertical curve gradient and radius conditions, virtual irregularities were computed. Similar to the previous section, a 500 m segment was extracted from the vertical curve centre for a time–frequency domain analysis in both directions. The results are shown in Figure 6. As demonstrated in the previous section, the effect of vertical curve gradient on the error standard deviation and irregularity wavelength components is negligible.



Figure 6a shows that the vertical curve radius is a critical factor influencing the detection accuracy of vertical irregularities in curve segments; smaller radii result in larger error standard deviations. The location of peak detection errors is determined solely by the vertical curve length. Figure 6b indicates that changes in vertical curve gradient and radius do not affect the overall trend of the PSD curve of the virtual irregularities, with only limited impact on PSD amplitude.




3.4. Impact of Vertical Curve Radius and Length on Detection Accuracy


In this section, the vertical curve gradient remains constant while the radius and length are varied to examine their effects on detection accuracy. The radius values are consistent with those in the previous section, and the specific test conditions are outlined in Table 4.



After obtaining virtual dynamic responses under varying vertical curve radius and length conditions, virtual irregularities were computed. As in the previous section, a 500 m segment in both directions from the curve centre was selected for the time–frequency domain analysis, as shown in Figure 7.



In conjunction with the findings from Section 3.1, Section 3.2 and Section 3.3 and Figure 7, it is further confirmed that the vertical curve radius is the primary factor affecting detection accuracy for vertical irregularities in the longitudinal profile. While the radius does not impact the wavelength composition of the virtual irregularities, it has a subtle effect on the power spectral density amplitude. Additionally, the location of peak detection errors is determined solely by the vertical curve length.





4. Optimization of Detection Algorithms for Vertical Curve Segments


4.1. Analysis of Factors Affecting Detection Accuracy Due to Vertical Curves


A segment of simulation data from a specific condition in Section 3 was selected for spectral analysis, as shown in Figure 8. Figure 8 indicates that, in the time domain, significant differences appear between the high-pass filtered virtual irregularities and excitation irregularities near the tangent-to-curve and curve-to-tangent transition points. In the frequency domain, notable discrepancies occur in the low-frequency range. This is attributed to the high-pass filter’s cutoff frequency of 120 m, which does not fully eliminate the low-frequency components—specifically, the track alignment—in the acceleration integration results.



The above analysis demonstrates that the longitudinal profile alignment significantly impacts the accuracy of track dynamic irregularity detection, resulting in increased detection errors near gradient transition points and occasionally triggering abnormal exceedances in practical inspections. This is due to the spatial frequency of track alignment changes near transition points being close to the 100–120 m long-wavelength irregularity frequency. Variations in train speed and vertical curve radius further shift the low-frequency components induced by track alignment in the frequency domain, making it challenging to set an appropriate spatial cutoff frequency that preserves relevant track irregularity data while effectively eliminating low-frequency interference from track alignment. Consequently, relying solely on high-pass filtering presents inherent limitations.




4.2. Reference Cancellation Method


The acceleration integration method establishes a unified inertial reference framework to calculate track irregularities, reflecting the characteristics of track alignment variations within inertial space. As indicated by the above analysis, this reference framework impacts the detection accuracy of long-wavelength vertical irregularities in vertical curve segments along the longitudinal profile. To address this, we propose a reference cancellation method that removes track alignment components from the acceleration integration results, preserving only the track irregularity information. High-pass filtering is then applied to enhance the detection accuracy of long-wavelength vertical irregularities in vertical curve segments.



The pitch angle    ψ b    of the detection beam is largely insensitive to variations in horizontal track alignment but is highly sensitive to changes in vertical alignment, enabling precise reflection of gradient variations in the longitudinal profile within inertial space. By applying line integration principles, spatial integration of    ψ b    yields the spatial measurement curve    Z m    of the track’s longitudinal profile, calculated as follows:


   Z m  =   ∫   ψ b  d s     



(5)







The relationship between the pitch angle of the detection beam    ψ b   , and the true spatial curve of the track’s longitudinal profile    Z t   , is given by:


   ψ b  ( x ) =     Z t  ( x ) −  Z t  ( x − L )  L    



(6)




where  L  represents the wheelbase of the bogie.



Applying the Laplace transform to Equation (6) and substituting the transformed result of Equation (5) yields the transfer function   H ( s )   relating the spatial measurement curve    Z m    to the true spatial curve    Z t   .


  H ( s ) =    1 −  e  − s L     s L     



(7)




where   s = j 2 π / λ  , with  λ  representing the wavelength.



The amplitude–frequency characteristic curve of the testing system illustrates the relationship between the measured values and the true values. The amplitude–frequency characteristic curve corresponding to the transfer function   H ( s )   is shown in Figure 9. Figure 9 indicates that the virtual irregularities derived from the transfer function   H ( s )   exhibit significant attenuation of high-frequency disturbances, effectively serving as a low-pass filter for the true spatial curve    Z t   . In the acceleration integration method, the theoretical approach directly calculates track irregularities through acceleration integration, yielding a transfer function of 1. Consequently, by taking the difference between the results of the second integration of acceleration and the integration of the pitch angle     ψ ^  b   , it is possible to eliminate the track alignment components contained in the acceleration integration results while retaining only the track irregularity data. The resulting vertical irregularities calculated using this method are referred to as the reference cancellation method in this study.


       Z L  = (  z L  −  Z m  +  δ L  ) cos  θ s  cos  ψ b       Z R  = (  z R  −  Z m  +  δ R  ) cos  θ s  cos  ψ b       



(8)







The core of the reference cancellation method lies in obtaining an ideal pitch angle dataset that accurately represents the track alignment, thereby minimizing its impact on detection accuracy. The spatial curve of the ideal pitch angle is a horizontal line on level and straight gradient sections, and a line with a constant, non-zero slope in vertical curve segments. The measured pitch angle comprises a low-frequency component induced by the track alignment (the ideal pitch angle) and high-frequency disturbances caused by track irregularities. To eliminate high-frequency interference from track irregularities, a low-frequency-response inclinometer is employed to measure the pitch angle of the detection beam. The measured results are processed using mean filtering, which approximates the filtered output     ψ ^  b    as the angle between the track and the ground reference line. The mean filtering process can be represented as follows:


    ψ ^  b  ( i ) =   1  2 N + 1    (  ψ b  ( i − N ) + ⋯ +  ψ b  ( i + N ) )  



(9)







Figure 10 presents a comparison of the spatial curves for the actual and ideal pitch angles, where the difference lies in the presence or absence of track irregularities. In the figure, the sections from 1000–1200 m, 1900–2300 m, and 3000–3200 m represent vertical curves, while 1200–1900 m and 2300–3000 m are straight gradient segments, with the remaining sections being level track. After smoothing, the actual pitch angle closely approximates the ideal pitch angle, providing an intuitive representation of the track’s alignment in the longitudinal profile.



Although the smoothed results exhibit a high degree of smoothness, some undulations caused by long-wavelength irregularities remain, creating minor deviations from the ideal pitch angle spatial curve. To achieve a close approximation of the smoothed pitch angle to the ideal pitch angle and further reduce the impact of track irregularities on the reference cancellation method, a piecewise linear fitting approach is employed for the smoothed pitch angle. This method substitutes the smoothed pitch angle with linear segments, enhancing algorithm precision. The core of this approach lies in accurately identifying segmentation points that reflect changes in track alignment, allowing linear segments to replace the smoothed curves.



Figure 10 indicates that the longitudinal profile alignment changes significantly at segmentation points. Therefore, a threshold is established. A segment of data approximately 50 m in length is then selected for linear fitting, starting from a horizontal line. Subsequently, the distances from new data points to the fitted line are iteratively calculated. If three consecutive new data points exceed the specified threshold distance from the line, the second point is marked as a track alignment segmentation point. Upon completing the identification of all segmentation points, orthogonal least squares (OLS) linear fitting is performed for each segment to approximate the ideal pitch angle. It is important to note that the established threshold is related to the magnitude of the track gradient. The steps for the OLS linear fitting process are as follows [30]:



	(1)

	
Formulate the linear equation and solve for estimated line parameters. Given the line equation   y = a x + b  , calculate the estimated line equation   y =  a 0  x +  b 0    based on segmentation points    m 1  (  x 1  ,  y 1  )   and    m 2  (  x 2  ,  y 2  )  .


      a =  a 0  +  ξ a      b =  b 0  +  ξ b       



(10)




where  a  and  b  are the parameters to be determined;    a 0    and    b 0    are the approximate parameter values;    ξ a    and    ξ b    represent the correction values for the parameters.




	(2)

	
Derivation of Single-Point Linear Fitting Residual. Calculate the distance    s i    from point    m i  (  x i  ,  y i  )   to the line   y =  a 0  x +  b 0   , and perform a second-order Taylor expansion on    s i    to obtain the single-point fitting residual.


   s i  =     a 0   x i  −  y i  +  b 0  +  ξ b       a 0 2  + 1      +     x i  +  a 0   y i  −  a 0   b 0      (  a 0 2  + 1 )   3 / 2       ξ a   



(11)








	(3)

	
Substitute multiple points into Equation (11) to obtain the linear fitting residual equation and solve for the unknown parameters.


  S = A ξ − B  



(12)






  ξ =   (  A T  A )   − 1   (  A T  B )  



(13)




where   S =      s 1      ⋯      s n       ,   ξ =      ξ a       ξ b       ,   A =         x 1  +  a 0   y 1  −  a 0   b 0      (  a 0 2  + 1 )   3 / 2      ,   1     a 0 2  + 1          ⋯         x n  +  a 0   y n  −  a 0   b 0      (  a 0 2  + 1 )   3 / 2      ,   1     a 0 2  + 1           ,   S =         y 1  −  a 0   x 1  −  b 0       a 0 2  + 1          ⋯         y n  −  a 0   x n  −  b 0       a 0 2  + 1           .







The algorithm flow is shown in Figure 11.



A segment of simulation data from a specific condition in Section 3 was selected for acceleration integration and pitch angle integration, with the selected pitch angle data undergoing mean smoothing filtering and orthogonal least-squares fitting. The calculation results are shown in Figure 12. As observed in Figure 12a, both the acceleration integration and pitch angle integration results capture the height variation in the track profile in the vertical alignment space. The acceleration integration result additionally includes the vertical oscillations induced by track irregularities. Figure 12b presents the difference between the two results; a minor trend component remains due to deviations between the identified and actual track segmentation points. Nevertheless, the overall track profile shape has been largely removed, and applying a high-pass filter at this stage would significantly improve detection accuracy.




4.3. Algorithm Verification


Simulation analyses were conducted under various test conditions, and the results were compared with those obtained using the acceleration integration method to validate the effectiveness of the reference cancellation method. The parameter values for each test are consistent with those described previously, as detailed in Table 5.



After simulating the virtual dynamic responses, virtual irregularities were calculated. The maximum error    E  max     and root mean square error    E  rmse     for both algorithms under different test conditions were then statistically analyzed, as shown in Table 6. The results from Scenario 4 were selected for visualization. Following the methodology outlined in Section 3, a 500 m segment was extracted in both directions from the centre of the vertical curve for time–frequency domain analysis, as illustrated in Figure 13.



Figure 13a shows that in straight and gradient sections, the detection accuracy of the reference cancellation method is comparable to that of the acceleration integration method, with no significant difference in error. However, in vertical curve segments, the reference cancellation method markedly reduces detection errors, achieving a higher level of accuracy. This method effectively lowers the detection error in vertical curve segments to levels similar to those in straight sections. At the transition points at 2600 m and 3200 m, minor error spikes remain, likely due to residual discrepancies in the pitch angle processing despite the use of smoothing filters and orthogonal least squares fitting to approximate ideal conditions. Overall, the reference cancellation method shows substantial improvement in detection accuracy for vertical curve segments.



Figure 13b demonstrates that the reference cancellation method maintains the amplitude and trend of the short-wavelength components in the PSD curve of virtual irregularities. For wavelengths greater than 100 m, the PSD curve derived from the reference cancellation method aligns more closely in amplitude and trend with the reference irregularity curve, effectively mitigating the influence of track alignment on the PSD of long-wavelength irregularities.



Table 6 shows that under different test conditions, the maximum detection error    E  max     and the root mean square    E  rmse     of the acceleration integration method exhibit significant variation. This discrepancy primarily arises from the use of a uniform high-pass filter, while differences in spatial frequency across varying vertical curve radii result in inconsistent filtering effects. Compared to the acceleration integration method, the reference cancellation method effectively removes the track alignment component from the acceleration integration results before high-pass filtering, significantly enhancing the accuracy of virtual irregularity detection. This method achieves comparable detection accuracy to the acceleration integration method on straight and level sections while demonstrating substantially higher accuracy on vertical curve sections, with maximum detection error    E  max     and root mean square    E  rmse     reduced by 71.77% and 86.61%, respectively.



In summary, a key limitation of the acceleration integration method lies in the inability of the high-pass filter to completely remove low-frequency components introduced by vertical curves. In contrast, the advantage of the reference cancellation method is that it does not require the design of different spatial cutoff frequencies for various track alignments; it achieves consistent detection accuracy using a single high-pass filter cutoff frequency. However, this method also has a notable drawback: if ideal pitch angle data cannot be obtained, the detection accuracy may be compromised.





5. Conclusions


This study addresses the issue of significant long-wavelength irregularity detection errors during dynamic measurements of track vertical irregularities, which arise due to the spatial frequency characteristics of vertical curve segments being similar to those of certain long-wavelength irregularities. A comprehensive vehicle-track multibody dynamics simulation model was established to tackle this issue, and the model’s validity was verified by applying excitation irregularities. Subsequently, the effects of variations in train speed and key vertical curve design parameters on irregularity detection errors were investigated. The reference cancellation method was proposed by analyzing the mechanisms behind the elevated detection errors in vertical curve segments to enhance the accuracy of vertical irregularity detection. Various experimental conditions were designed to compare virtual irregularities calculated using the reference cancellation method and the inertial reference method, thereby validating the effectiveness of the proposed approach. This research provides a theoretical basis for improving track irregularity detection accuracy and facilitating track maintenance operations. Notably, the core of the reference phase cancellation method lies in obtaining ideal pitch angle data. In practical applications, an inclinometer sensor with a low-frequency response range should be selected to measure the pitch angle of the detection system. Additionally, it is essential to ensure that the inclinometer’s sensitive axis is aligned parallel to the direction of track movement to minimize detection errors caused by the rolling and yawing motions of the detection device.



The main conclusions are as follows:




	(1)

	
Simulation analyses reveal that detection errors for track vertical irregularities significantly increase when trains pass through vertical curve segments, particularly at gradient transition points and their vicinity. The degree of impact from different vertical curve design parameters on detection accuracy varies. The detection errors at gradient transition points are primarily influenced by the vertical curve radius; smaller radii correlate with larger detection errors. The vertical curve length is the sole factor determining the location of peak detection errors, which begin to increase 100 m before the transition point, reach their maximum at the transition point, and decrease to levels comparable to those in straight sections within 100 m after the transition.




	(2)

	
The proposed reference cancellation method effectively removes track alignment components from the acceleration integration results. This method achieves a detection accuracy comparable to the acceleration integration method in straight and gradient sections, while significantly enhancing the accuracy in vertical curve segments. By employing the reference cancellation method, detection errors in vertical curve segments can be reduced to levels equivalent to those in straight and gradient sections, and it does not alter the power spectral density of track irregularities.




	(3)

	
Various experimental conditions were established to validate the effectiveness of the reference cancellation method compared to the acceleration integration method under different scenarios. Simulation results indicate that, in comparison to the acceleration integration method, the reference cancellation method can reduce the maximum detection error    E  max     and the root mean square error    E  rmse     by up to 71.77% and 86.61%, respectively.
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Figure 1. Comprehensive vehicle multibody dynamics model. 
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Figure 2. Comparison of virtual and incentive irregularity waveforms. 
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Figure 3. Comparison of time and frequency domain indexes of virtual and incentive irregularities at different speeds (a) Error standard deviation comparison (b) Power spectral density comparison. 
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Figure 4. Time–frequency domain comparison of virtual and excitation irregularity metrics at different detection speeds (a) Comparison of error standard deviation (b) Comparison of power spectral density. 
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Figure 5. Time–frequency domain comparison of virtual and excitation irregularity metrics under varying vertical curve gradients and lengths (a) Comparison of error standard deviation (b) Comparison of power spectral density. 






Figure 5. Time–frequency domain comparison of virtual and excitation irregularity metrics under varying vertical curve gradients and lengths (a) Comparison of error standard deviation (b) Comparison of power spectral density.



[image: Applsci 14 10753 g005]







[image: Applsci 14 10753 g006] 





Figure 6. Time–frequency domain comparison of virtual and excitation irregularity metrics under varying vertical curve gradients and radii (a) Comparison of error standard deviation (b) Comparison of power spectral density. 
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Figure 7. Time–frequency domain comparison of virtual and excitation irregularity metrics under varying vertical curve radii and lengths (a) Comparison of error standard deviation (b) Comparison of power spectral density. 
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Figure 8. Error analysis of the acceleration integral method (a) Track irregularity comparison (b) Detection result amplitude-spatial frequency spectrum. 
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Figure 9. Amplitude–frequency characteristics of H (s). 






Figure 9. Amplitude–frequency characteristics of H (s).



[image: Applsci 14 10753 g009]







[image: Applsci 14 10753 g010] 





Figure 10. Comparison of detection beam pitch angle over mileage. 
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Figure 11. Flowchart of the reference cancellation method. 
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Figure 12. Time domain comparison of acceleration integration and pitch angle integration results (a) Time domain comparison of integration results, (b) Time domain comparison of integration result differences. 
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Figure 13. Time–frequency domain comparison of different algorithms (a) Comparison of error standard deviation (b) Comparison of power spectral density. 
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Table 1. Experimental conditions for speed variation.
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Operating Conditions

	
Train Speed V (km·h−1)

	
Radius R (m)

	
Length L (m)

	
Gradient Difference Δi (‰)

	
Single-Side Gradient i (‰)






	
1

	
80

	
10,000

	
400

	
40

	
±20




	
2

	
120




	
3

	
160











 





Table 2. Experimental conditions for variations in vertical curve gradient and length.
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Operating Conditions

	
Train Speed V (km·h−1)

	
Radius R (m)

	
Length L (m)

	
Gradient Difference Δi (‰)

	
Single-Side Gradient i (‰)






	
1

	
120

	
10,000

	
200

	
20

	
±10




	
2

	
400

	
40

	
±20




	
3

	
600

	
60

	
±30











 





Table 3. Experimental conditions for variations in vertical curve gradient and radius.
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Operating Conditions

	
Train Speed V (km·h−1)

	
Radius R (m)

	
Length L (m)

	
Gradient Difference Δi (‰)

	
Single-Side Gradient i (‰)






	
1

	
120

	
6000

	
400

	
66.66

	
±33.33




	
2

	
10,000

	
40

	
±20




	
3

	
14,000

	
28.58

	
±14.29











 





Table 4. Experimental conditions for variations in vertical radius and length.
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Operating Conditions

	
Train Speed V (km·h−1)

	
Radius R (m)

	
Length L (m)

	
Gradient Difference Δi (‰)

	
Single-Side Gradient i (‰)






	
1

	
120

	
6000

	
240

	
40

	
±20




	
2

	
10,000

	
400




	
3

	
14,000

	
560











 





Table 5. Experimental conditions under different algorithms.
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	Operating Conditions
	Train Speed V (km·h−1)
	Radius R (m)
	Length L (m)
	Gradient Difference Δi (‰)
	Single-Side Gradient i (‰)





	1
	120
	10,000
	400
	40
	±20



	2
	80
	10,000
	400
	40
	±20



	3
	120
	10,000
	600
	60
	±30



	4
	120
	14,000
	400
	28.58
	±14.59



	5
	120
	14,000
	560
	40
	±20










 





Table 6. Experimental results under different algorithms.






Table 6. Experimental results under different algorithms.





	

	
Conditions

	
1

	
2

	
3

	
4

	
5




	
Method

	

	
     E  max      

	
     E  rmse      

	
     E  max      

	
     E  rmse      

	
     E  max      

	
     E  rmse      

	
     E  max      

	
     E  rmse      

	
     E  max      

	
     E  rmse      






	
Acceleration integration

	
5.03

	
1.12

	
5.33

	
1.13

	
5.02

	
1.17

	
3.73

	
0.82

	
3.69

	
0.86




	
reference cancellation

	
1.42

	
0.15

	
1.54

	
0.23

	
1.44

	
0.16

	
1.85

	
0.17

	
1.36

	
0.14
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