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Abstract: In order to improve the accuracy and detection effect of fabric defect detection, a fabric
defect detection method based on local similarity comparison is proposed in this paper. This method
first takes each pixel in the image as the central pixel, selects a specific window as the region size,
and then uses the similarity between the central region and the surrounding neighborhood to find
the neighborhood most similar to the central region to complete the estimation of the central pixel.
Finally, the target image is obtained by the principle of background difference, so as to detect fabric
defects. The results show that this method is superior to the traditional detection method, which can
not only detect the defect image under the complex background, but also have good detection results
for the fabric defect image under the influence of different organization and lighting factors. The
detection accuracy rate under factory conditions can reach 98.45%, which has a high applicability
and detection rate, and also demonstrates certain anti-interference performance.

Keywords: local similarity; fabric defects; detection; center pixel; background difference

1. Introduction

In the textile production process, due to mechanical equipment, misoperation, and
other reasons, defects such as jumping flower, pilling, hole breaking, yarn stripping, and
stains will occur, resulting in poor product quality, thus affecting the production efficiency
of the enterprise [1]. The surface texture of the fabric is complex, and the traditional fabric
defect detection method often relies on artificial visual inspection, with low efficiency,
strong subjectivity, a capacity to be easily affected by visual fatigue, and other problems.
The accuracy rate of artificial detection is only about 70%, which cannot meet the require-
ments of large-scale production [2]. Traditional target detection algorithms rely on the
combination of manual features and classifiers, with high image quality requirements,
complex processing, high sensitivity to noise and interference, and certain limitations in
detecting fabric defects [3,4]. Therefore, it is necessary to develop an automated, efficient,
and accurate fabric defect detection method with the help of computer vision.

Fabric defect detection is mainly to analyze and process collected fabric images to
determine whether they contain defects. However, there are a variety of fabric defects.
How to quickly and effectively detect the collected images is a difficult problem. Kang
et al. [5] proposed two methods to detect printing fabric. One is to select the parameters of
the optimal Gabor filter with the help of a genetic algorithm, and the other is to determine
the unit of printing fabric with distance matching, so as to achieve good detection results in
irregular fabric defect detection. Junet et al. [6] predicted the existence of defects using the
Inception-V1 model, and then identified the types of defect with LeNet, achieving good
classification accuracy with a small model volume. Wei et al. [7] used the compressed
sampling theorem to expand the data set, and classified the data through cs-cnn, realizing
the fabric defect classification with good performance under the premise of small samples.
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However, there are still some problems, such as high calculation complexity, limited detec-
tion effects for specific types of defect, a large amount of annotation data, and insufficient
generalization ability for irregular defects.

In terms of target detection, Liu et al. [8] optimized a pooling operation in a YOLOv4
SPP structure to effectively improve the mAP while improving FPS. Lin et al. [9] introduced
a Swin Transformer module into the trunk network of YOLOvVS5 and added a small target
detection layer to strengthen the detection capability for small targets. Zhen et al. [10]
added five anti-convolution layers as decoders, and generated a segmentation mask by
adjusting the size of the bilinear. The proposed model achieved good detection results on
the fabric defect dataset. Huang et al. [11] divided the segmentation network into two parts:
segmentation and decision making. Only a small number of defect samples are combined
with standard samples to obtain high-precision defect positions, and the detection speed of
25 frames per second can be achieved. Although the above methods are effective, they are
limited in adaptability and multi-scale information processing, which results in unstable
performance when dealing with complex fabric texture or different lighting conditions.

Learning-based methods play an important role in the field of image processing by
training the model by extracting fabric image features, and then detecting the image using
the trained model. Gong C et al. [12] proposed a visual significance detection method based
on a collaborative teaching model, which controls the propagation order of hyperpixels by
means of teaching interaction, optimizes the propagation path, and improves the detection
accuracy. Liu S et al. [13] used a PSO-BP neural network to detect fabric defects, extracted
fabric texture features by orthogonal wavelet transform, and optimized the BP neural
network through a particle swarm optimization algorithm to determine the threshold and
weight of the neural network. Compared with the BP network, the PSO-BP neural network
algorithm achieved good results. When dealing with fabric defects, the above method has
high computing complexity and insufficient multi-scale information fusion.

The image recognition method based on similarity mainly uses the feature structure of
the image to match and estimate the similarity between different samples. The commonly
used methods include Euclidean distance, Marovs distance, correlation coefficient, and
information entropy [14]. P F Li et al. [15] proposed a fabric defect detection method based
on local entropy, which converts the original gray image space into entropy space and
extracts the texture region of the defect. In the experiment, the fabric image is segmented
into a local window with the same size, and the minimum value of the local entropy
window area is selected to segment the defect. The experimental results show that this
method is simple and has high identification accuracy. YH Wang et al. [16] proposed a
small target detection method based on the edge protection background estimation. This
method uses the structural features of the image to find the most similar area, and obtains
the target image by evaluating the original image.

The image recognition method of similarity mainly uses the feature structure of the
image to match and estimate the similarity between different samples. Liu Z et al. [17]
proposed a fabric defect detection method based on the principal local binary mode (MLBP),
using the MLBP feature as the dictionary basis to complete the image reconstruction, deduce
the residual between the original image and the reconstructed image, and obtain the final
detection result by the maximum entropy segmentation method. Tajeripour et al. [18]
used a local binary pattern (LBPs) to detect fabric defects based on texture features. Shi
et al. [19] proposed a local contrast deviation (LCD) method for fabric defect detection.
Although the above methods can accurately detect the existence of defects, the contour
positioning of defects is not ideal and is easily affected by the surrounding noise, resulting
in result deviation.

Therefore, in order to realize more comprehensive intelligent detection, this paper
proposes a local contrast method with adaptive scale based on the previous algorithm
research and experiment. This method mainly uses the area where each pixel is located in
the image and the similarity degree between each pixel and its surrounding pixels to obtain
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the corresponding scale size, and uses the area where the scale is located as the similar area
size of the pixel, and then uses the local contrast algorithm to detect defects.

2. Scale Adaptive Contrast Method
2.1. Adaptive Window

In order to determine whether an image pixel is a normal pixel (background area pixel)
or a defective pixel, it is necessary to determine an area centered on this pixel. All pixels
in this area are locally similar to the central pixel. In the existing small target detection
methods, for each pixel in an image, the corresponding similar region is a rectangular region
of fixed size, such as 3 x 3,5 x 5,5 x 7, etc. During detection, a rectangular region of fixed
size adapted to these small targets (defects) is artificially determined in advance according
to the specific conditions of small targets (defects) of different sizes. In an image, there are
relatively flat areas, such as the background, and some edge detail areas, such as patterns
or defects. That is to say, for the pixels of different regions in the image, the size of similar
regions centered on the pixel cannot be the same. If it is a background area pixel, there
will be more pixels around the pixel that are similar to the pixel, then the corresponding
similar area should be large. If it is an edge detail or defect pixel, the number of similar
pixels around the pixel should be relatively small, and the correspondingly similar area
should be small. Therefore, it is unreasonable to specify a similar area of the same size for
all pixels in an image. Therefore, in this method, based on the idea of scale, an adaptive
method to determine the size of this similar region is proposed, that is, for each pixel in the
image, the corresponding size is calculated according to the region in the image and the
similarity between its surrounding pixels, and the region where the scale is located is taken
as the similar region of this pixel.

Suppose a digital image can be defined as C = (¢, f), c is the rectangular arrangement
of pixels, which is called the field on C, f is the image gray intensity function, and its
definition field is [L, H], and L and H are the minimum and maximum values of the pixel
gray value, respectively. When the image gray value is represented by 8-bit binary, L is 0
and H is 255.

For any element ¢ € C, the plane D,(c) with c as the center and r as the radius can be
expressed as:

Di(c) = {d e Clle—d| < r}, 1)

The plane D, (c) with c as the center and r as the radius in the plane can be represented
as Figure 1a,b. When r = 1, the pixels of the disc are {c, di}, where i = 1, 2, 3, 4, as shown
in Figure 1a. When r = 2, the pixels of the disc have {c, di}, where i = 1, 2, 12, as shown in
Figure 1b.
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Figure 1. Pixels within the radius of plane D, (c) scale. (a)r =1, (b) r =2.

To calculate the scale corresponding to each pixel in the image, let FO,(c) be:

_ Yden,(c)-D,_1(c) Walf(c) — f(d))
FoO =5, - Dol
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where |D,(c) — D,_1(c)| represents the number of all pixels in region D,(c) — D,_1(c),
f(c) and f(d) represent the gray value of pixels ¢ and d, respectively, and the W), function
should meet the requirements: (I) the value range is [0, 1]; (II) W}, (0) = 1; (III) the function
is a monotone non-increasing function. In fuzzy space, many functions can meet these

X
2k2

requirements. Here, we can take a typical function Wy,(x) =e 9.

This function can satisfy that when pixel c and pixel d have similar gray values, that
is, when the gray difference tends to 0, the function value tends to 1; when the gray value
difference between pixel c and pixel d is large, that is, when the gray value difference tends
to 255, the function value tends to 0.

According to the FO,(c) calculation, the sphere scale corresponding to each pixel in
the image can be obtained. For any pixel c, take c as the center of the circle, and gradually
increase the circle radius from r = 1. Corresponding to each r value, the corresponding
FO,(c) value can be obtained. When the FO,(c) value is less than a threshold 7, it is
considered that the pixels in the region composed of D,(c) — D,_1(c) are no longer in
the similar region of the central pixel ¢, and the spherical scale ;(c) corresponding to the
central pixel cis r — 1.

The threshold 7 described above can be taken as 0.85. Assuming that there are eight
adjacent pixels around the 3 x 3 region determined by taking c as the central pixel, if only
one pixel is significantly different from the central pixel, it is considered that the adjacent
elements in the region are still in the same region as c. If two or more pixels are significantly
different from c, it is considered that the adjacent pixels in the region are not in the same
region as c. Therefore, the value of 7 is 7/8. When the T value is between [0.8, 0.9], it has
little effect on the experimental results, so T is taken as 0.85.

2.2. Most Similar Neighborhood

To accurately estimate the center point pixel, find the most similar neighborhood first.
Each pixel in the image shall be taken as the center point, the area within a certain range
around it shall be taken as the center area, and the area around the center area with the
same size as the adjacent area shall be taken as the adjacent area. Meanwhile, the protection
area shall be set around the center area to avoid noise pollution. The scale value 7;(c)
of each pixel point is determined according to the previous summary. If the scale of the
center pixel point (xg, yo) is ro(c), make the adjacent center pixel points (x,y) outside the
scale have the same scale with them, and set the protection scale m = 1, then the scale of
the protection area Ey is ,(c) = ro(c) + 1. Suppose the central area is Vj, and there are
adjacent areas V;, (1 is a positive integer) with the same scale around it. The principle of
the algorithm is shown in Figure 2.
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Figure 2. Schematic diagram of algorithm.

In Figure 2, the scale of pixel (xo, 1) is 2, and its central region Vj has 13 pixels in
total. If the size of the protection area is set to r,(c) = ro(c) +1 = 3, the dimension
of the protection area is Ey. Outside the protection area Ey, n neighborhood V} (where
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k=1,---,n) with the same size as Vj can be found, and its central pixel point is (x, yx),
forming a black pixel diamond.

Let D, fi(x0,y0)(i = 1,---,13) denote the gray value of each pixel in the central
region, D, fi(x, yx)(i = 1,---,13) denote the gray value of the pixel corresponding to
each pixel in the central region in the surrounding k neighborhood, and set the similarity
between the central region and this neighborhood to S, then Sy can be calculated from the

following formula:
1
S5k=133 ©)

4§1(Drfi(x0ry0) — Dy fi(x,yi))* + 1

In the formula, the value range of Sy is [0, 1]. When the value of Sj tends to 0, it
means that the gray values of all pixels in the central neighborhood and the corresponding
pixels in the surrounding k neighborhood differ greatly, that is, the similarity between the
two regions is weak. When the value of Sy tends to 1, it means that the gray values of
each pixel in the central neighborhood and the corresponding pixels in the surrounding k
neighborhood differ very little, that is, the similarity between the two regions is high.

Calculate the value of similarity Sy according to Equation (3), and find the neigh-
borhood with the greatest similarity with the central region, that is, the most similar
neighborhood V;:

i = argmax(Sy)
k=1,2--n (4)
Vs =V

where i means that the i-th neighborhood image has the highest similarity with the central
region; V; represents the i-th block neighborhood image.

If the current pixel is a defective pixel, a central region is determined by the pixel, and
no region with high similarity with it can be found around it. The gray value of the current
pixel evaluated by all pixels in the most similar neighborhood will differ greatly from the
gray value of the pixel in the original image, so the current pixel is identified as a defective
pixel according to the method in the subsequent steps.

In addition, the current pixel is a non-defective pixel (background region pixel), which
is used to determine a central region, and a neighborhood with high similarity can be found
in its surrounding neighborhood. The difference between the gray value of the current
pixel evaluated by all pixels in the most similar neighborhood and the gray value of the
pixel in the original image will be very small, so the current pixel is determined to be a
non-defective pixel according to the method in the subsequent steps.

2.3. Background Estimation

Assuming that the central region Vj has a high similarity with its surrounding neigh-
borhood Vs, the grayscale value of central region I(xp, o) is not significantly different from
that of surrounding neighborhood I(xs,ys). The gradient reciprocal weighting value can
be used to evaluate the pixel value of the central point in the central region:

1

“ 1
I(x0,¥0) = =

X
L [1(x0,y0) — I(xs,ys)| +1

Xs,YsE€ Vs

I(xs,ys) )

~

where I(xg,1o) represents the estimated gray value of the center point of the central
area, V; represents the most similar neighborhood, and W represents the weight, and its

expression is:

1
W= (6)
xs,ysZEVs |I(x0,y0) — I(xs,ys)] +1

In the subsequent scheme, the fabric defect image can be effectively judged by using
the background subtraction method and image binarization.



Appl. Sci. 2024, 14, 10754

6 of 15

3. Experiment and Result Analysis
3.1. Image Acquisition and Preprocessing

Image quality is an important factor restricting the detection rate, so image acquisition
is an important link in fabric defect detection. At present, the Tilda database [20] is
being used by researchers for research, but due to its high image quality, the algorithm
with a high detection rate is generally tested on the Tilda database, and the collected
images may not have a high detection rate under actual conditions, which will cause some
misunderstanding around the reliability of the scientific research results. Therefore, on the
basis of standard image detection, it is of great significance to verify the reliability of the
results by collecting fabric defect images in actual production.

The three kinds of standard fabric defect shown in Figure 3 are (a) knotting, (b) holes,
and (c) oil stains. The image is clear and has high resolution, which is the standard image
often used by researchers.

(@ (b) (c)
Figure 3. Partial defect diagram of standard fabric defects. (a) Knots, (b) holes, (c) oil stains.

Figure 4 shows the plain warp knitted fabric images collected by the laboratory
equipment, using the lens with a 6-mm focal length (Ricoh, fl-hc0614-2m) produced by the
Ricoh company in Japan, and the linear scan CCD camera produced by the Beijing micro-
vision company, which was collected on the hks4 El high-speed warp knitting machine
produced by the Fujian Jilong company (Quanzhou, China). (a—c) shown in Figure 4 are
fabric defect images formed by holes, oil stains, and broken yarn, respectively. The image
size is 512 x 512, and the resolution of the image is poor compared with the standard fabric.

(a) (b) (c)

Figure 4. Some fabric defects collected in the laboratory. (a) Knots, (b) holes, (c) crease.

Figure 5 shows the broken yarn images of some fabrics collected in the factory. Due to
the variety of collected images, only parts of the defect images are displayed. The image
quality collected by the factory is poor, and some fabrics are difficult to collect.

According to the above image acquisition results, it can be seen that the fabric defect
image in the standard state is clear and less affected by external factors, the laboratory
environmental conditions are controllable and relatively superior to those of the factory,
and the quality of the collected image is acceptable. However, the quality of the collected
image in the actual production of the factory is poor, because the environmental factors
need to be considered in the acquisition process. For example, when the machine speed is
high, the machinery will produce vibration, causing camera jitter, light source vibration,
etc. At the same time, if the fabric is light and thin, the reflection of mechanical parts is also
an important factor restricting the image quality acquisition. When collecting in the factory,
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if only the good quality image is selected, it has no reference significance. Therefore, if the
various collected defect images can be effectively detected, the subsequent development of
fabric defect equipment will have a certain reference value.

(a)

(b)

Figure 5. Partial fabric defect images collected in the factory environment. (a) Warp breakage;
(b) warp breakage; (c) warp breakage caused by interference from light sources and other factors.

For the standard sample, there is less noise, but for the images collected in the ex-
perimental process there will be many factors which will cause the loss of image quality.
Uneven illumination is a typical factor. In the acquisition process, due to the instability of
the light source, mechanical vibration, and reflection, the gray level of the collected image
will change, which will lead to the decline of image quality. In order to obtain a higher
quality image, we can preprocess it by eliminating uneven illumination and enhancing the
details of the image.

In actual production, the image will become blurred and the defect part will be difficult
to identify due to the influence of light. Homomorphic filtering can eliminate the influence
of uneven illumination by adjusting the gray range of the image and enhancing the texture
details of dark areas without losing the details of bright areas. Homomorphic filtering is a
special method for image preprocessing in the frequency domain. It mainly reduces the low
frequency and increases the high frequency by enhancing and compressing the brightness
of the image, and finally reduces the impact of illumination changes on the image and
sharpens the edge details [21].

Take the original image function I(x,y) as the illumination function, which can be
expressed as the product of the illumination component i(x, y) and the reflection component
r(x,y), that is, the function of the original image is expressed as [21]:

I(x,y) = i(x,y) xr(x,y) )

The algorithm flow of homomorphic filtering is shown in Figure 6:

Itxv)

In |—®| FFT |—| H(uv) [—P| UFFT |[—P» exp [—P gy

Figure 6. Homomorphic filtering algorithm flow.

The following operations can be performed according to the above flow chart:

(1) For homomorphic filtering, it is necessary to simplify the multiplication operation
of the original image function to the addition operation, that is, to perform a logarithmic
operation on the original image function:

Z(x,y) =1Ini(x,y) +Inr(x,y) (8)

(2) In order to convert the image to the frequency domain, Fourier transform is required
for the function after the above logarithmic operation:
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F(Z(x,y)) = F(Ini(x,y)) + F(Inr(x,y)) )

(3) Then select an appropriate transfer function H(u,v), weaken I(u, v), enhance the
reflection component, enhance R(u,v), and enhance the high frequency component by
compressing the variation range of the irradiation component i(x, ). Suppose a homomor-
phic filter function H(u, v) is used to process the Fourier transform of the logarithm of the
original image I(x,y) to obtain:

S(u,v) = H(u,v)I(u,v) + H(u,v)R(u,v) (10)
(4) Inverting to airspace:
s(x,y) = F(S(u,0)) (11)

(5) Finally, take the index to obtain the final result:

g(x,y) = exp(s(x,y)) (12)

The choice of transfer function is very important to achieve the ideal enhancement
effect and the effect of compressing the gray range. Considering that the high-frequency
information of the image can be enhanced while retaining part of the low-frequency
information, the Butterworth high pass filter is selected. According to the similarity of
transfer function, the transfer function of homomorphic filtering can be obtained:

H(u,v) = =11

- Dy 21
1+ (Dc(u,ov) )

+ ¥ (13)

The transfer function of homomorphic filtering should be less than 1 in the low frequency
part and greater than 1 in the high frequency part, so thereis r; < 1,7, > 1. Cis the sharpening
function, and Dy is related to the irradiation component and reflection component.

The parameter a can be set according to the principle of the filter. The images before
and after homomorphic filtering are shown in Figures 7 and 8.

(b)

Figure 7. Comparison of experimental collected images before and after filtering. (a) Original image,
(b) image after homomorphic filtering.

(@ ' (b)

Figure 8. Image comparison before and after homomorphic filtering of standard image. (a) Original

image, (b) image after homomorphic filtering.



Appl. Sci. 2024, 14, 10754

9 of 15

Figure 7 shows the images collected by the factory. It can be seen that the images
collected by the factory are seriously polluted by noise such as light sources. Using homo-
morphic filtering for image preprocessing can more effectively eliminate noise, suppress
background, and highlight targets. Figure 8 shows the standard image, which is less dis-
turbed by noise. The image after homomorphic filtering makes the target defects clearer
and clearer, and has a good effect.

According to the above filtering effect, homomorphic filtering can preprocess the image
under the interference of noise such as light source, and obtain the ideal preprocessing
effect. By comparing the images before and after filtering, homomorphic filtering can
make the defect image clearer and clearer, inhibit the background image, and eliminate the
influence of light, which has a good processing effect.

3.2. Different Types of Fabric Defect

In order to evaluate the adaptability of this algorithm, plain warp knitted fabric
defect images with different types of defect are used for detection. The image acqui-
sition was realized on the hks4 El high-speed warp knitting machine produced by the
Fujian Jilong company. The Intel (R) core (TM) I3 was used in the experiment using a
6-mm focal length lens (Ricoh, fl-hc0614-2m, Kanagawa, Japan) produced by Ricoh and
a linear scan CCD camera (microview, Beijing, China) produced by the Beijing micro-
vision company—3110MCPU@2.4GHz. The computer detects three different kinds of
defect—holes, oil stains, and broken yarn fabric defects. Considering the sensitivity of the
algorithm, it detects the image compressed from 512 x 512 pixels to 32 x 32 pixels. The
results are shown in Figure 9.

(b)

(8) (h) ®)

Figure 9. Different types of fabric defect detection. (a) Holes, (b) scaled image, (c) test results,
(d) greasy dirt, (e) scaled image, (f) test results, (g) warp breakage, (h) scaled image, (i) test results.

In the above figure, (a), (d), and (g), respectively, represent the images of fabric defects
with holes, oil stains, and broken warp, (b), (e), and (h) represent three different types of
scale image, (c), (f), and (i), respectively, represent the detection results of different types of
defect. According to the above experimental results, the scale adaptive comparison method
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has good detection results for fabric defects, which can not only identify the shape and
contour of fabric defects, but also detect different types of fabric defect.

3.3. Comparison of Different Defect Detection Methods

In order to prove the superiority of the scale adaptive local contrast method proposed
above, the local binary patterns (LBPs) in the literature [18] and the local contrast deviation
method (LCD) in the literature [19] are used to compare the experimental results on Tilda
datasets with the algorithm proposed in this chapter. The results are shown in Figure 10.

(d) (e) (f)

Figure 10. Detection results of different algorithms. (a) Holes, (b) yarn breakage, (c) fold, (d) hole-
scale image, (e) yarn-break scale image, (f) fold-scale image, (g) the test results of the algorithm,
(h) the test results of the algorithm, (i) the test results of the algorithm, (j) LCD test results, (k) LCD
test results, (1) LCD test results, (m) LBPs test results, (n) LBPs test results, (0) LBPs test results.
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The above literature, respectively, detects defects on the Tilda dataset based on LCD
and LBPs methods. In the figure, (a), (b), and (c), respectively, represent three different
types of fabric defect images in the Tilda dataset, (d), (e), and (f), respectively, represent
the scale images of three kinds of defect image, (g), (h), and (i), respectively, represent the
detection results of the algorithms in this chapter for three kinds of defect, (j), (k), and
(1), respectively, represent the detection results of three kinds of defect detected by local
contrast deviation (LCD), and (m), (n), and (o), respectively, represent the detection results
of three kinds of defect detected by local binary pattern (LBPs).

As shown in Figure 10 above, the comparison between the proposed algorithm and
the experimental results of LCD and LBPs show that the proposed scale adaptive local
comparison method has better detection results than the other two methods, and clearer
target contour recognition. In the above experimental process, we used homomorphic
filtering to preprocess the algorithm, reducing the impact of noise on the detection results,
making target recognition more accurate.

The network is trained with this set of parameters, and the training results are shown
in Figure 11. From Figure 11a, it is found that the accuracy of the validation set of LBPs
after the 75th round of training is close to that of the proposed method, and the overall
network accuracy is higher than that of LCD. From Figure 11b, it can be seen that the
training loss curve is constantly converging, the loss is close to the method in the 10th
round, and the LBPs’ training loss converges significantly earlier than the LCD training
loss. The experimental results show that the proposed method is feasible.
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Figure 11. Accuracy and training loss of validation set under knowledge distillation. (a) Verification

accuracy; (b) training loss.

The spatial complexity of the model can be reflected by the number of parameters.
When a model is deployed on an edge computing platform, in addition to the number of
model parameters, the model inference speed is also an important indicator to measure
the network model. The time class is usually used to measure model inference time, but
there is a warm-up start when the GPU runs, so this approach is not very objective. In this
paper, the TILDA dataset is tested by preheating and synchronization, the average time
is obtained, and the results are shown in Table 1. The test accuracy of the model in this
paper is 99.89%, the accuracy of the LCD model is 97.06%, and the test accuracy of the LBPs
model is very close to that of the model in this paper, namely 97.06%. It can be seen from
Table 1 that the proposed method is less than the current model in terms of the number of
parameters and the amount of calculation, which indirectly improves the forward inference
time of the model.
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Table 1. Comparison of network model inference performance.
Time/ms

Mode Acc (%) Params (M) Flops (M) Mem (MB)

CPU GPU

LBPs 97.06 21.18 3.56 G 37.61 63.99 7.46

LCD 96.00 0.25 34.44 10.12 8.11 1.73

Proposed method 99.89 0.18 34.44 10.12 8.12 1.77

3.4. Verification of Images Collected by the Factory

In order to further verify the rationality of the methods in this chapter, factory experi-
ments were carried out. On the cloth inspection machine, a linear CCD camera was used
to collect warp knitted fabrics under different tissues (considering the actual production
cost of the textile mill). The experimental device is shown in Figure 12. The CCD camera
was a Hikvision MV-CS060-10GM /GC second-generation industrial area scan camera; the
light source system selects the LED lamp with the model MV-LLDS-1002-38 as the system
light source, the number of lamp beads is 6 rows, the wavelength B: 465 nm, R: 625 nm, the
light-emitting surface size is 990 x 32 mm, and the color temperature W: 6500 k; the frame
grabber is NIPCle-1433.

Figure 12. Fabric defect detection platform. (a) Defect detection system, (b) defect detection view.

A total of 200 gray-scale images with a resolution of 2568 x 40 pixels were collected,
including 115 flawless images and 85 defective images. The collected pictures are used for
the offline test. The experimental results are shown in Figures 13-15. This experiment uses
an experimental window with a central area size of 11 x 39 pixels. The experiments are
carried out under the environment of matlab2023a. The pad number of plain weave in
Figure 14 is Gb3: 1-0 | 0-1 | gb4: 1-2 | 1-0 |, the pad number of twill weave in Figure 13 is
Gb3:1-0 | 1-2 | gb4: 1-2 | 1-0 |, and the pad number of variable warp weave in Figure 12
is Gb3: 1-0 11243-4 1. Let off volume: 1200 mm/rack, pulling density: 20 rows/cm.

Original Test results

Left break

Middle break

Right break

Figure 13. Detection results of plain weave defects.

Figures 13-15 are defect images and detection results of different yarn breaking parts
under different tissues. The left broken yarn defect image has a tendency to tilt to the right,
the middle broken yarn defect image is a vertical bar, and the right broken yarn is inclined
to the left. It can be seen from the yarn breaking diagram on the left that when the yarn
breaking starts, the defect image is not very obvious and the image is relatively small, but
the detection results show that the algorithm can clearly identify the existence of defects
and effectively avoid long defects. As the defect range after yarn breaking is different for
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different fabrics, it can be seen from the above figure that this method has a good detection
effect for different fabrics, which shows that the algorithm used in this paper can adapt to
the defect detection of different fabrics and has high robustness.

The image in Figure 15 is affected by light during acquisition, which shows that this
algorithm can adapt to defect detection under the influence of external factors and has
certain anti-interference performance.

Original Test results

Left break

Middle break

Right break

Figure 14. Detection results of twill tissue defects.

Original Test results
W

Left break

Middle break

Right break

i i
N o

Figure 15. Change the warp weave defect detection results.

3.5. Evaluating Indicator

In fabric defect detection, there are two kinds of judgment results for an image contain-
ing fabric defects, namely, the normal image and the defect image, which are represented
by positive samples and negative samples. For both positive samples and negative samples,
there are two judgment methods. Therefore, for the possibility of producing four different
results, in order to better reflect the correlation judgment results, it is defined that the case
where the positive sample is judged as positive is true positive (TP), the case where the
positive sample is judged as negative is false negative (FN), the case where the negative
sample is judged as positive is false positive (TP), and the case where the negative sample
is judged as negative is true negative (TN).

In order to better reflect the detection rate of defect detection, the following calculation

method is defined: TP+ TN
Accuracy = 5 TN T FP T EN 14)

where TP is the number of true positive samples; FP refers to the number of false negative
tests; FN the number of false positives detected; TN the number of true negative samples;
Accuracy is the detection accuracy.

In the test of this paper, the effect of the improved algorithm can be reflected only by
the detection rate. Therefore, the image data collected by the factory were used for the test,
500 positive samples and 80 negative samples were selected, a total of 580 samples were
tested, and the results are shown in Table 2.

Table 2. Detection accuracy.

TP/FP FN/TN Accuracy

494 3
6 77

98.45%
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As shown in the table, 493 of the 500 positive samples were detected as positive
samples, 6 were detected as negative samples, 3 of the 80 negative samples were detected as
positive samples, and 77 were detected as negative samples. The test accuracy of samples
collected by the factory was 98.45%.

4. Conclusions

This paper mainly studies a fabric defect detection method based on local similarity
comparison. Using the scale idea, the scale of the central pixel is determined by the
correlation between the central pixel and the pixels in the surrounding scale range, and
the size of each central pixel window can be determined adaptively. The gray value of
each pixel of the image is evaluated by using the regional similarity of the fabric image.
The central region is determined by taking each pixel as the center, and the neighborhood
with high similarity is found around it. The gray value of the central pixel is evaluated by
using the most similar neighborhood, and the background difference method can be used
to determine whether there are defects in the fabric image. In the process of experiment,
through the detection of different types of fabric defect, it is verified that the algorithm can
identify different types of defect and shapes, and has a certain detection rate. At the same
time, it is compared with similar LCD and LBPs, and the results also show the superiority
of the algorithm.

In the process of image acquisition, due to the experimental environment, camera
resolution, and other problems, some fabric acquisition is relatively fuzzy, and some fabric
defects are difficult to collect, such as yarn thickness and fabric organization, and other
factors will affect the acquisition results. In subsequent research, it will be necessary to
use a higher pixel resolution camera and create a better experimental environment. The
scale local adaptive fabric defect detection algorithm proposed in this paper uses the idea
of regional similarity to evaluate the gray value of each pixel in the image, so that each
pixel can have a more accurate evaluation result. However, due to the need to evaluate
each pixel, the amount of calculation is relatively large and the sensitivity is low, so it is
necessary to optimize the code on the one hand, and select high-speed GPU for experiments
on the other hand.
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