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Abstract: With the development of system-on-chip (SoC) and chiplet technology in the post-Moore era,
an increasing number of chiplets are being integrated into a single chip. Consequently, the functions
and complexity that can be realized are growing daily. Simultaneously, the volume of test data
required for ultra-large-scale integrated circuits (ULSIs) has risen significantly. However, traditional
automatic test equipment (ATE) is constrained by its data storage and bandwidth limitations, and
its long technology iteration cycle. These cannot keep pace with the rapid development of design
technology. This discrepancy leads to challenges in ULSI testing, such as excessively long test time
and difficulties in completing the tests. Test compression technology can effectively address these
issues by reducing the performance requirements of the test equipment, which in turn can lower
test costs. This paper summarizes the classifications of chip test compression technology and, based
on their current development, provides a detailed analysis of key technologies. It includes test
compression-oriented coding methods, optimization of scan chain structures, and enhancements in
coding for compression efficiency. Finally, a forward-looking perspective on the development of chip
test compression technology is presented. The aim is to offer a reference for subsequent research
in this field and related areas, as well as to provide technical support for the advancement of ULSI
testing in the post-Moore era.

Keywords: integrated circuits; testing technique; test compression

1. Introduction

As a strategic industry for the development of the national economy and technology,
integrated circuits have become a vital support for ensuring economic security and infor-
mation security. Integrated circuits are diverse in type and widely applied, encompassing
key areas such as military, telecommunications, aerospace, and consumer electronics. They
serve as the cornerstone for accelerating modernization and the core technology for em-
powering the upgrade of traditional industries. In recent years, with the application of
advanced integrated circuit design and manufacturing technologies, the scale of integrated
circuit design has been expanding [1]. Karl [2] has provided the development trend of
microprocessors over the past 48 years and the history of integrated circuit manufactur-
ing processes in the last two decades, as shown in Figure 1. As can be seen from the
figure, with the empowerment of new materials and processes, the number of transistors
integrated in integrated circuits has shown exponential growth.

Affected by factors such as manufacturing design complexity, process precision, mate-
rial purity, and operator handling, risks exist at every step of the integrated circuit industry
chain. Each step has the potential to introduce irreversible physical defects into the product,
leading to circuit failures and subsequently causing integrated circuit failure. Integrated
circuit testing can ensure the reliability of batch products by eliminating non-conforming
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products. As an effective method to guarantee the reliability of integrated circuits, inte-
grated circuit testing technology is facing unprecedented challenges, mainly encompassing
the following four aspects.

Figure 1. Trends in microprocessor development and the evolution of manufacturing processes [2].

1.1. Limited Testing Resources

With the advancement of integration technology, in order to meet the requirements
of shortening development cycles and reducing costs, a variety of Intellectual Property
(IP) cores are integrated into a single integrated circuit, forming an SoC device. Due to
the continuous increase in the scale of integrated circuits and the addition of functions,
the types of integrated IP cores are diverse. Each type of IP core has different testing
conditions, which undoubtedly increases the complexity of the integrated circuit testing
schemes. As the number of integrated cores on the chip continues to increase, while the
number of I/O pins remains largely unchanged, accessing the internal circuits during
integrated circuit testing becomes extremely difficult. Considering that IP cores do not
have packaged physical pins, in order to ensure the effective transmission of test stimuli
and test responses, it is necessary to design dedicated Test Access Mechanisms (TAM) and
Test Wrappers (TW) for the IP cores to be tested. The transmission between the TW and the
test interface adheres to the IEEE P1500 [3] and P1450 [4] standards. When designing TAM
and TW, a significant amount of testing resources is required, presenting new challenges
for the effective utilization of testing resources [5].
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1.2. Increase in Testing Costs

As chip integration technology progresses, there has been a significant rise in the
number of transistors, accompanied by a proportional increase in the volume of test data
required. These test data need to be input into the chip through the test channels on the ATE.
However, the number of I/O test channels on the ATE, the I/O transmission bandwidth,
the operating frequency, and the depth of data storage are all limited. According to the
International Technology Roadmap for Semiconductors (ITRS) report [6], the operating
frequency of integrated circuits has averaged an increase of 30% over the past 30 years,
while the corresponding growth rate for ATE has only been 12%. As for the throughput,
in 2007, testing GDDR5 at 5 Gbps remained a challenge for ATE [7]. However, by 2023,
ATE has developed testing solutions for PCIe 6.0 at 32 Gbps [8]. Current ATE is capable of
addressing previous testing issues, yet new challenges persist, such as the testing of the
upcoming PCIe 7.0. The performance improvement of ATE lags far behind the development
of integrated circuit performance, leading to extended testing times for integrated circuits
and increased demand for ATE test data storage, which in turn further increases the testing
costs. For example, in the context of the emerging 2 nm technology, the application of
sophisticated algorithms, such as March C- for memory testing, along with complex fault
models including resistive-open and bridge faults, is crucial for precise fault detection and
localization. These enhanced testing criteria result in a substantial increase in test duration.
Specifically, a 2 nm chip requires eight times the test time compared to a 14 nm chip, which
is nearly 800 s when assessed against the same PPA (Performance, Power, Area) criteria [9].

1.3. Increase in Test Power Consumption

The design of scan circuits can effectively enhance the controllability and observability
of the Circuit Under Test (CUT). However, correspondingly, during the process of test
stimulus input into the scan circuits, the flip-flops within the scan chains generate additional
test power consumption due to their charging and discharging operations [10]. This test
power consumption can impact the reliability and operational performance of the chip.
During testing, in order to reduce test time, the switching activity of circuit nodes within the
chip is significantly increased. This results in test power consumption that is substantially
higher than that of normal operating modes [11]. Excessive test power consumption not
only affects the quality of chip testing but also introduces issues of heat dissipation, thereby
reducing test efficiency. When the heat generated by increased test power consumption
exceeds the thermal tolerance of the chip design, it can potentially lead to chip failure
or permanent damage [12]. Especially for emerging devices, e.g., spintronic and SiNW
FETs devices. High temperatures can lead to instability of the spin state, thereby affecting
spintronic device reliability and longevity [13]. SiNW FETs have a higher density of
surface states and defect states, which can vary with temperature changes, affecting carrier
scattering and recombination [14]. As the scale of chip integration continues to expand,
the corresponding chip cooling measures remain limited, making the issue of test power
consumption increasingly prominent and a significant factor affecting the quality and
efficiency of chip testing.

Among the aforementioned challenges, the increase in testing costs has garnered
substantial attention and concern from researchers. Increased transistor density necessi-
tates extensive structural, functional, and parametric tests. The iterative updates of ATE
struggle to keep pace with the advancements in integrated circuit manufacturing pro-
cesses. During testing, the number of test channels and the test bandwidth are constrained
by the physical limitations of the test equipment, resulting in limited data transmission
rates [15,16]. Given the larger number of test patterns required, efficient test stimulus com-
pression techniques are crucial. Test stimulus compression methods, as an effective means
to shorten test time, directly impact the efficiency and cost of integrated circuit testing [17]
and have been widely applied in chips with multi-chiplet integration. The advantages of
its application can be summarized as follows:
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1. Optimization of Test Data Volume: Reducing the volume of test data is crucial
for decreasing testing costs and increasing test efficiency. Through test stimulus
compression, the number of required test vectors and the volume of data can be
significantly reduced without compromising the quality of chiplet testing.

2. Reduction of Test Power Consumption: Test stimulus compression can decrease
power consumption during testing by reducing the transmission of test vectors, which
is particularly important for 3D heterogeneous integrated circuits with multi-chiplet
integration and emerging devices such as SiNW FETs and spintronic devices.

3. Improvement of Test Efficiency: In chiplet design, test stimulus compression can
reduce the transmission and processing time of test vectors, thereby accelerating the
test speed and enhancing overall test efficiency.

4. Strong Portability: Chiplet technology allows for the “LEGO-like” assembly of
modules with different functions. Test stimulus compression methods need to
be adaptable to this modular design, providing flexible test solutions for different
chiplet combinations.

In this paper, test stimulus compression methods are categorized into three types based
on their compression principles: coding-based compression methods, scan chain structure
optimization-based compression methods, and compression methods that enhance the
efficiency of coding compression. Compared to previous reviews, as shown in Table 1,
the contributions of this paper are as follows:

1. Based on the existing classification structure, this paper summarizes the latest re-
search and proposes a new category, Enhancing Encoding Compression Efficiency,
for subsequent scholarly research and reference.

2. The paper analyzes the four mainstream compression methods from five aspects—
Principle, Dominance, Limitation, Application Scenarios, and Compressed Objects—
providing a reference for subsequent scholars in selecting compression methods
for testing.

3. From the perspective of the interplay between the four methods, as shown in Figure 2,
the paper organizes the application scenarios and compressed objects of these meth-
ods, offering a reference for scholars to adopt a hybrid approach of multiple compres-
sion methods.

4. The paper thoroughly reviews and discusses the latest research under this classifica-
tion method and presents the advantages and development of various sub-methods
within this classification framework.

Figure 2. Schematic diagram of test stimulus compression techniques.
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Table 1. Comparative analysis of previous reviews and this paper.

Article Year No. of Ref. Compressed Objects Researches
Overview

[18] 2006 35
Code-based, Linear-Decompression-based,
and Broadcast-Scan-based

Yes

[19] 2006 49
Code-based, Linear-Decompression-based,
and Broadcast-Scan-based

Yes

[20] 2009 24 Code-based Yes

[21] 2010 6
Code-based, Linear-Decompression-based,
and Broadcast-Scan-based

No

[10] 2013 38
LFSR Based, BIST Based,
Low Power Scan Based,
and Low-Power DFT

Yes

[22] 2020 29
Code-based, Linear-Decompression-based,
and Broadcast-Scan-based

Yes

This
paper - 102

Code-based,
Scan Chain Structure Optimization-Based,
and Enhancing Encoding Compression Efficiency

Yes

2. Overview of Test Stimulus Compression Techniques
2.1. Encoding-Based

Encoding-based test stimulus compression techniques initially divide the original test
set into distinct symbol blocks, which are then represented by code words. These code
words constitute new test vectors, achieving the objective of compressing the original test
data [23]. During the decoding process, the decoder interprets the original symbol blocks
based on the code words to reconstruct the test vectors [24]. The length of the symbol
blocks in the original test set and the compressed code words can be either fixed or variable.
Consequently, encoding-based test stimulus compression methods can be categorized
into four types, which are fixed-length to fixed-length, fixed-length to variable-length,
variable-length to variable-length, and variable-length to fixed-length [20].

2.2. Scan Chain Structure Optimization-Based
2.2.1. Linear Decompression Architecture

Stimulus compression methods based on a linear decompression architecture typically
utilize a linear decompression mechanism composed of XOR gates and flip-flops to expand
and populate the test data output from the ATE into the scan chains within the CUT [18].

The linear decompression architecture effectively leverages the large number of don’t-
care bits in the test vector set to achieve test compression [25]. However, this method
is ineffective for the fixed bits within the test vectors. Consequently, the compression
efficiency of such stimulus compression methods is limited by the number of fixed bits in
the test vectors, and the compressed test data volume must be at least equal to the number
of fixed bits in the original test set [26]. To achieve higher test efficiency, researchers have
combined the linear decompression architecture with nonlinear encoding compression to
deeply compress both the fixed and don’t-care bits within the test vectors [27].

2.2.2. Broadcast Scan

When multiple sub-modules within the CUT have test vectors with interdependencies,
test stimulus compression can be achieved through the optimization of a broadcast scan
architecture [19]. This method involves broadcasting the same test data to multiple scan
chains, effectively using a single test channel to drive multiple scan chains. The broadcast
scan architecture includes fan-out circuits, which are typically implemented in hardware
using a shared scan input structure [28]. This approach allows the same set of test vectors
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to test different sub-circuits within the CUT, significantly enhancing test efficiency and
achieving test vector compression [29]. However, due to the varying fault models of
different sub-circuits, the fault coverage of this technique is limited, necessitating the input
of additional test vectors in a serial scan mode to ensure comprehensive coverage [30].

2.3. Enhancing Encoding Compression Efficiency

Test compression methods aimed at enhancing encoding compression efficiency in-
volve decomposing the original test set into multiple sub-component sets, followed by
compression processing of these sub-component sets [31]. The compression process maps
the original test set to a representation domain of sub-component sets that is more amenable
to compression, after which encoding or other compression methods are applied to the sub-
component sets [32]. This approach effectively utilizes the extensive contiguous data blocks
within the original test set, allowing the encoding-based test stimulus compression methods
to more efficiently partition symbol blocks and achieve higher compression efficiency.

2.4. Comparative Analysis of Test Stimulus Compression Techniques

Encoding-based test compression methods leverage the correlation among the fixed
bits in test vectors to achieve compression of the test set. Since these methods compress
the test set itself, they impose no constraints on Automatic Test Pattern Generation (ATPG)
and can be widely applied to various integrated circuits without requiring knowledge of
the structure of the CUT. However, the efficiency of encoding-based compression is limited
by the number of don’t-care bits in the test vectors; when there are many don’t-care bits,
the compression efficiency is reduced.

The linear decompression structure based on combinational logic requires minimal
control logic, making it easy to design and implement in hardware. This method utilizes
don’t-care bits in the test vectors to generate free variables for each scan slice during each
clock cycle. The compression efficiency is limited when there are a large number of fixed
bits in the scan slice. The linear decompression structure based on sequential logic can
effectively overcome this limitation by selectively using free variables from the previous
cycle when compressing the current cycle’s scan slice. Thereby, it can enhance the flexibility
of the compression encoding and increase the likelihood of successful compression.

Broadcast scan-based test compression technology broadcasts the same test data
to multiple scan cells within the CUT. Compared to the linear decompression structure
method, it has a shorter test time but can encode fewer test vectors and has lower encoding
flexibility. This issue can be mitigated by constraining ATPG through static or dynamic
reconstruction. Static reconstruction requires less control information and has relatively
lower encoding flexibility, while dynamic reconstruction requires more control information
and offers relatively higher encoding flexibility.

Among the two stimulus compression methods based on scan chain structure op-
timization, the compression method based on linear decompression structure requires
solving a set of equations corresponding to the circuit relationships, while the broadcast
scan-based compression method involves broadcasting test vectors to multiple scan chains.
The application of both methods presupposes that the test personnel are familiar with the
structure of the CUT. However, in general, third-party IP core suppliers do not provide
internal structural information. Under these circumstances, test vector generation and fault
simulation tools cannot be used normally, and the correctness and comprehensiveness
of the analysis results cannot be guaranteed. In such cases, the only viable option is the
encoding-based compression method.

However, after years of development, this technology has matured, and there is
limited room for improvement in compression efficiency, which is typically lower than
that of the other two methods. To further enhance the efficiency of encoding compression,
researchers have proposed preprocessing the original test set, leading to methods that
enhance encoding compression efficiency. These methods can effectively improve encoding
efficiency and are usually used in conjunction with encoding-based compression methods.
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A comparative analysis of the three test stimulus compression techniques is presented from
the perspectives of compression principle, technical advantages, limitations, application
scenarios, and compression objects, summarized in Table 2.

Table 2. Comparative analysis of three test stimulus compression techniques.

Test Stimulus Compression Principle Dominance Limitation Application Scenarios Compressed Objects

Encoding-Based

Using test data to determine

compatibility and similarity

between bits.

No constraints are imposed

on ATPG, making it applicable
to any test set.

The compression efficiency is
relatively low when the vector
contains a large number of
don’t-care bits.

Testing IP cores with
unknown structure
information.

Original dataset or dataset
processed with enhanced
encoding compression
efficiency methods.

Scan Chain Structure
Optimization-Based with

Linear Decompression

Using irrelevant bits in the
measured data and populating
the scan chain with a linear
decompression structure.

Effectively utilizing the
don’t-care bits in test
vectors, with minimal hardware
resource consumption and
ease of implementation.

Subject to the constraints of
ATPG, it requires solving the
relevant system of equations.

Testing IP cores with
known structure
information.

Test data output from
the test interface.

Scan Chain Structure

Optimization-Based
with Broadcast Scan

Utilizing the correlation
between test vectors of
different sub-circuits,
the same data are broadcasted
to multiple scan chains.

Capable of simultaneously
measuring multiple sub-circuits.

Subject to the constraints of
ATPG, the fault coverage is
limited.

Testing IP cores with
known structure
information.

Test data output from
the test interface.

Enhancing Encoding
Compression Efficiency

Dividing the test set and
projecting it into a domain
space to enhance encoding
efficiency.

No constraints are imposed on
ATPG, making it applicable
to any test set.

Requires co-utilization with
encoding compression, as the
compression efficiency is low
when used independently.

Testing IP cores with
unknown structure
information.

Original dataset

3. Encoding-Based Test Stimulus Compression Methods

In integrated circuit testing, the test data for the chip are pre-stored in the ATE.
To reduce the storage space and test time of the ATE, it is common to employ encoding-
based test data compression techniques. Encoding compression methods have been widely
used as a key generic technology in various scenarios such as image processing, video
special effects, and speech recognition. This method has also been maturely applied and
developed in-depth in the field of test data compression [23,24,33,34].

The working principle of encoding compression methods involves dividing the origi-
nal test dataset into multiple symbols or strings, with each symbol or string being replaced
by a code word. The length of the code word is typically shorter than that of the original
symbol or string, resulting in a compressed data volume that is lower than the original test
data volume. The compressed test data are then stored in the ATE. When the ATE outputs
test data to the CUT, it requires the use of a decoder to restore the test data to its original
form and input it into the scan chains within the CUT. This decoder typically requires
a portion of the hardware resources on the CUT. Additionally, Chun [35] compared the
hardware overhead of six encodings including SC, Golomb, VIHC, FDR, SHC, and MICRO,
taking the ISCAS’89 and ITC’99 benchmark circuits as test circuits with a single scan chain.
Among them, SHC exhibited the highest hardware overhead, up to 20%, while the MICRO
encoding had the lowest, less than 0.1%. If the decoder implementation is defective, it will
incur significant hardware overhead, thereby increasing the power consumption of the
chip during testing.

According to the difference in data length before and after encoding, encoding com-
pression methods can be subdivided into four categories: variable-length to variable-length,
variable-length to fixed-length, fixed-length to variable-length, and fixed-length to fixed-
length. The differences among these four methods are shown in Table 3 [24].

Table 3. Comparative analysis of four encoding compression methods.

Encoding Category Typical Encoding
Techniques

Compression
Effectiveness

Hardware
Overhead

Control
Protocol

Fixed-Fixed Dictionary Encoding Poor Small Simple
Fixed-Variable Huffman Coding Medium Medium Medium

Variable-Variable Golomb Coding
FDR Coding

Good Large Complicated

Variable-Fixed Classic Run-Length Encoding Medium Medium Medium
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3.1. Fixed-Length to Fixed-Length

The typical encoding method for fixed-length to fixed-length is dictionary encoding.
In the test stimulus compression method based on dictionary encoding, the data in the
original test set are divided into segments of n bits each. These segments are then encoded
using b-bit code words, where b < n. The b-bit code words act as indices in a dictionary,
while the n-bit segments correspond to the content of the dictionary entries, with each
index corresponding to a unique entry. This indexing relationship is stored in the decoder.
During testing, the ATE sends the index to the decoder, which then outputs the correspond-
ing content to the scan chains within the CUT. As the number of test vectors increases, not
every possible segment is indexed in the dictionary. If all segments in the original test set
can be indexed in the dictionary, the dictionary encoding is considered complete.

Reddy’s [36] method based on multi-scan chain structure for complete dictionary
encoding is shown in Figure 3. The scan chains for testing consist of n chains, and every
clock cycle inputs an n-bit segment into the scan chains. In dictionary encoding, each
scan slice is filled according to the principle of the fewest segment types and stored in
the dictionary. The index count in the dictionary is b = log2 N, where N is the number of
segment types after the scan slice is filled. The more scan chains, the more bits in the scan
slices and the shorter the test time. However, the complete dictionary encoding method is
limited by the number of segment types after filling, and the more types there are, the more
indexes there are and the higher the design complexity of the decoder, thus occupying
more hardware resources.

In response to these limitations, Li [37] and Wurtenberger [38] proposed a partial
dictionary encoding compression method. The segments after the scan slices are filled are
sorted by their occurrence frequency, and the high-frequency segments are stored in the
dictionary while the low-frequency ones are not encoded and are input directly to the scan
chains as a bypass. An additional flag bit is added to distinguish whether the segment has
been compressed. On this basis, to allow more segments to be encoded into the dictionary
under strict control of the dictionary size, Seok-Won [39] and Kanad Basu [40] utilized
masking technology to encode more segments through masking operations. The physical
implementation of the masking technology is simply an XOR network, which is easy to
implement and has minimal overhead. Additionally, Sismanoglou [41] proposed an index
reuse method to increase the compression efficiency of dictionary encoding.

Figure 3. Dictionary encoding for testing [17].

3.2. Fixed-Length to Variable-Length

The encoding method from fixed-length to variable-length divides the original test
dataset into equal-length data blocks and then selects variable-length code words to replace
each data block. The length of the code words needs to be chosen based on the data
characteristics of the data blocks, which directly affects the data compression efficiency of
this compression method. Typical technologies for this type of encoding include Huffman
encoding [42], followed by the development of selected Huffman encoding [43], optimal
selected Huffman encoding [44], and other improved Huffman encoding [45].

As a data block partition-based encoding technique, Huffman encoding first divides
the original test dataset into fixed equal-length data blocks, then counts the occurrences of
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each data block. Finally, it encodes the data blocks with higher occurrences with shorter
code words and those with fewer occurrences with longer code words. The decoder used
in Huffman encoding technology is based on a finite state machine. The complexity of the
decoder is directly proportional to the number of data block types. When there are more
data block types in the original test set, the number of states in the state machine increases,
and the decoder structure becomes more complex. To reduce the complexity of the decoder,
selected Huffman encoding only encodes data blocks with higher occurrence counts and
does not compress other data blocks. It adds information bits to mark whether each code
word is used for encoding. This technology can effectively reduce the design complexity
of the decoder and also reduce the hardware resource occupation of the compression
technology. Kavousianos proposed optimal selected Huffman encoding for information bit
selection optimization.

Furthermore, many researchers have further improved and optimized Huffman en-
coding. Kavousianos [46] combined linear feedback shift register (LFSR) with selected
Huffman encoding. It first encodes the data blocks with LFSR; then, it encodes the data
blocks that cannot be encoded with LFSR using selected Huffman encoding [47]. In ad-
dition, Kavousianos further divided the data blocks that cannot be selected for Huffman
encoding into smaller data blocks and then performed secondary selected Huffman en-
coding on the smaller data blocks [48]. These improved technologies have significantly
increased the compression efficiency of Huffman encoding and the design complexity of
the decoder. For ATE, Usha proposed optimizations and improvements for the hardware
implementation of selected Huffman encoding to reduce test power consumption and
test time [49]. Recently, Tenentes improved Huffman encoding’s detection capability for
non-modeled faults for ATE test interfaces [50].

3.3. Variable-Length to Variable-Length

The encoding method from variable-length to variable-length replaces sequences
of continuous 0 s or 1 s, known as runs, with variable-length code words. Based on
this, Chandra proposed Golomb encoding [24] and Frequency-Directed Run-length (FDR)
encoding [33]. Golomb encoding groups 0 runs and 1 runs for encoding, with the code
words having a prefix and a suffix. The prefix indicates the group of runs, and the suffix
indicates the position of the run within the group. Once the group is determined, the suffix
code length is constant, while the prefix code length varies, and the number of code words
in each group is equal. The length of the suffix code is related to the size of the prefix and
the group.

FDR encoding also consists of a prefix and a suffix, with the prefix encoding method
being the same as Golomb’s. However, the length of the FDR suffix is variable and is
equal to the prefix length, and the number of code words in each group is not equal,
increasing exponentially. To optimize the FDR encoding process, Chandra proposed
Extended Frequency-Directed Run-Length (EFDR) encoding [33], which adds an additional
bit to the code word to distinguish between 0 runs and 1 runs. For EFDR encoding,
Fang Hao [51] proposed the optimal filling method for the irrelevant bit X. It improves
the compression efficiency of EFDR encoding without adding extra hardware resource
occupation. When the number of 0 runs and 1 runs in the dataset is approximately equal,
the efficiency of FDR encoding is limited. In this case, Chandra encoded 0 runs and 1 runs
alternatively [52], forming the Adaptive Linear Feedback Register (ALT-FDR) encoding.
This method is based on 0 and 1 dual runs, and does not require an additional identifier
bit. On this basis, other researchers proposed symmetric run encoding [53], equal run
encoding [54], Improved Frequency-Directed Run-Length (IFDR) encoding based on equal
runs [55], Pattern Run-Length (PRL) encoding [56], and 2nPRL encoding [57]. In the past
decade, An adaptive Extended Frequency-Directed Run-Length (EFDR) code method for
test data compression was presented by Kuang [58]. It can achieve a compression rate
of 69.87%, 4.07% higher than the original EFDR code method. Meanwhile, the proposed
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Count Compatible Pattern Run-Length (CCPRL) coding compression method can achieve
a compression ratio of 71.73% [59].

Additionally, some researchers proposed Variable-Length Input Huffman Coding
(VIHC) encoding [60], which considers only single runs, and RL-Huffman encoding [45],
which considers dual runs, based on run encoding and Huffman encoding. In these cases,
the code word length depends on the frequency of run lengths occurring.

3.4. Variable-Length to Fixed-Length

This class of methods divides the original dataset with variable lengths, but the
encoded code words have fixed lengths. The fixed length of the code words is relative,
meaning within a certain range, the length of the code words does not change with the
variation of the data blocks. Representative technologies of this class include traditional
run-length encoding, but with the advancement of technology and the increasing demands
of testing, this technology has been gradually replaced by variable run-length techniques.
In addition, Wolff [61] and Knieser [62] used the LZ77 algorithm from the data compression
field to process test stimuli, successively proposing test stimulus compression algorithms
based on LZ77 and LZW, achieving variable-to-fixed-length encoding compression.

4. Scan Chain Optimization-Based Compression Methods
4.1. Linear Decompression Structure

The first type of optimized scan chain structure is the linear decompressor, which is
a combinational logic circuit consisting of XOR gates and flip-flops. Its output response
space is a linear space formed by the expansion of a Boolean matrix [25]. Typical linear
decompression structures include Linear Feedback Shift Registers (LFSR), Cellular Au-
tomata, and Ring Generators, as shown in Figure 4. Compared to LFSRs, RGs demonstrate
enhanced encodability, albeit with an associated hardware overhead that translates to a
chip area increase of up to 14% [26].

Figure 4. Schematic diagram of linear decompression structure [26].

The test stimulus compression method based on a linear decompression structure
achieves the transformation of compressed test vectors X stored in the ATE into the test
vectors Y inputted into the circuit under test by solving a system of linear equations,
MX = Y. In this equation, M represents the characteristic matrix of the linear decompression
structure, which symbolizes the structure. X is a free variable that can be reassigned and
is treated as a seed, with the process of inputting the variable X into the decompression
structure being referred to as reseeding. The linear decompression structure can only
output the target vector if and only if the system of linear equations has a solution [27].
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Based on the differences in reseeding methods, the reseeding compression technique
is categorized into static reseeding and dynamic reseeding. Static reseeding involves re-
inputting a new seed after testing a scan chain is completed. Taking LFSR as an example,
the seed is transmitted from the ATE to the LFSR, where it decompresses the test vectors
and inputs them into the scan chain. Once the scan chain outputs the response, the LFSR
retrieves a new seed from the ATE for the next round of decompression. In static reseeding,
the structure of the LFSR is constrained by the test data, meaning that the length of the
LFSR must be no shorter than the maximum number of fixed bits in the test cube.

To reduce the length of the LFSR [63,64], Krishna and Wohl encoded the relationship
between the seed and the scan slice, allowing each test vector to be determined by multiple
seeds. During static reseeding, the ATE is idle during the linear decompression process,
with the seed reading process being carried out serially with the generation of test vectors.
This serial operation mode results in long test time and low test efficiency.

To address this issue, Rajski [65] and others proposed dynamic reseeding, which
allows the ATE to read the seed and generate the test vectors in parallel, thereby increasing
the utilization of the ATE and reducing test time. Cheng [66] utilized a ring generator as
the decompression structure and optimized the dynamic reseeding technique based on the
Embedded Deterministic Test (EDT). This method can generate test cubes of a fixed length,
improving encoding flexibility and subsequently reducing test time. Koenemann [67]
utilized the redundant test channels of the ATE to control the seed timing and employed
variable-length seed coding for test cubes. Zhang [68] used multiple polynomials for
reseeding, reducing the dependency probability while also reducing the length of the seed.
Kim [69] further reduced the seed length for test sets with fewer determinants to improve
test efficiency. Additionally, Krishna proposed partial reseeding [70], Li reseeded the
overlapping parts of the scan slices [71], and Kongtim proposed parallel LFSR reseeding [72].
Recently, Yoneda optimized LFSR for delay faults [73] and Wang proposed a mixed-mode
LFSR reseeding [74], both of which can effectively increase test efficiency. Acevedo [75]
also proposed an algorithm for the shortest order of the LFSR, further reducing the order
being limited by the test cube.

4.2. Broadcast Scan Structure

The test stimulus compression method based on broadcast scan is another type of scan
chain optimization, allowing the test stimuli to be shared simultaneously with multiple
scan chains in the circuit under test. Compared to the linear decompression structure, a
broadcast scan structure can effectively reduce the number of test vectors in certain cases but
exhibit inferior compression capabilities for the overall data volume [28]. Lee was the first
to propose this broadcast-sharing scan chain optimization method [29]. This optimization
method is simple in structure and efficient in compression, but when applying this method
to test the circuit under test, the fault coverage is limited and cannot cover some rare faults.
To improve the fault coverage of broadcast scan testing, researchers from the University
of Illinois in the United States proposed the famous Illinois scan architecture [30], which
includes a broadcast scan mode and a serial scan mode. Faults that cannot be detected in
the broadcast scan mode need to be detected in the serial scan mode to increase the fault
coverage of the testing method.

The broadcast scan mode of the Illinois scan architecture is depicted in Figure 5.
The original single scan chain can be divided into four scan chains of length L, and the
test vectors are input to these four scan chains in a shared broadcast manner. In this
mode, a single test channel can simultaneously drive four scan chains, and the responses
from the scan chains are also transmitted to the Multiple Input Signature Register (MISR).
Although the detection efficiency is high in the broadcast scan mode, there are some special
non-common fault structures that cannot be detected by this mode. In such cases, it is
necessary to switch to the serial scan mode and input additional test vectors to detect these
non-common faults.
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Figure 5. Schematic diagram of broadcast scanning structure [30,76].

The serial scan mode of the Illinois scan architecture involves connecting all the scan
chains in series to form a single 4L serial scan chain. The test time in this mode is four
times that of the broadcast scan mode. As the circuit scale of integrated circuits continues
to expand, to ensure effective testing, the length of a single scan chain also increases. In this
situation, the test time cost of the serial scan mode increases significantly, severely affecting
the testing efficiency of the Illinois scan architecture. Therefore, it is necessary to switch
between test modes in real-time through selectors between scan slices according to the
testing requirements.

The Illinois architecture relies on a fixed connection relationship between the scan
chains and the scan inputs, and under this structural limitation, the test time cannot be
further compressed. Therefore, researchers have improved the Illinois structure to form a
reconfigurable Illinois scan structure, which allows the connection relationship between
the scan chains and the original scan inputs to be reconfigured. In this structure, the fault
coverage can be improved by reconstructing the connection relationship, reducing the need
for mode switching and subsequently shortening the test time.

According to the different stages of reconfiguring the connection relationship, the re-
configurable Illinois scan structure can be further categorized into static reconfiguration
and dynamic reconfiguration. Static reconfiguration refers to the reconfiguration of the
connection relationship during the switching process of test vectors, i.e., before the next
test vector is inputted, the connection structure between the input terminal and the scan
chains is changed through a multiplexer. In dynamic reconfiguration, the reconfiguration
of the connection relationship occurs during the input process of the test vector into the
scan chain. Compared to static reconfiguration, dynamic reconfiguration offers higher
flexibility and is suitable for circuits with complex functions and structures, enabling the
detection of more faults. However, its control circuitry is more complex to achieve accurate
structural changes.

Donglikar utilized heuristic algorithms to reorder scan cells to enhance the fault
coverage of the broadcast scan mode [77]. Pandey introduced an additional broadcast scan
method and proposed a reconfiguration method to improve the compression efficiency of
testing [78]. To simultaneously enhance the compression efficiency and fault coverage of
testing, Gupta proposed a new layout and routing method for the broadcast scan mode [79].
Subsequently, Wang made improvements for channel delay faults under the broadcast
mode [80]. In light of the limitations of the physical location and layout of scan cells,
Banerjee optimized the wiring of the cells [81]. Considering that the physical location of scan
cells is fixed before scan vector input, the above reconfiguration and optimization methods
can effectively improve compression efficiency but introduce the consumption of wiring
resources. Therefore, some research scholars have made other design improvements around
the Illinois scan structure, including multi-fan-in optimization [82], pin optimization [83],
RTL-level optimization [84], and low-power optimization [85].

The scan tree structure is another typical structure used in broadcast scan, which is
also effective for compressing test stimuli and reducing test time. Compared to Illinois scan
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structure, scan tree can effectively reduce test application cost but not test power [86]. In
the scan tree structure, scan cells are connected in a tree-like structure, with compatible cells
connected in parallel and incompatible cells connected in series. During testing, test data
are input into the root node of the scan tree, and then propagated to every node, or scan cell,
of the scan tree. The test data of the scan cells at the same level are the same. Compared to
multiple scan chains, the probability of broadcasting test vectors in the scan tree is higher.
Compared to a single scan chain, the longest scan chain in the scan tree has a shorter length,
resulting in shorter test time. Miyase and others preprocessed the original test set according
to the characteristics of the scan tree to achieve better compression effects [76]. Banerjee [87]
and others proposed a coarse compatibility method based on the compatibility between
scan cells, and You [88] proposed an extended compatibility tree method, both of which
can effectively reduce test time. Other researchers have optimized the scan tree structure to
improve compression effects, including a hybrid structure of reconfigurable scan chains
and scan trees [89], scan forest structures [90], and low-power scan forest structures [91].

5. Enhancing Encoding Compression Efficiency
5.1. Traditional Preprocessing Methods

Due to the limited scope for improving the efficiency of encoding compression, ex-
tensive research has been conducted on test data preprocessing methods for enhancing
encoding compression efficiency. Traditional preprocessing methods involve studying the
inter-row similarity, inter-column similarity, and two-dimensional similarity of test data
in the test set. For inter-row similarity, researchers employ techniques such as test vector
segmentation [92], differencing [93], and reordering [94] to compactly arrange similar test
vectors, which aids in extending the length of symbols between consecutive test vectors to
achieve the purpose of enhancing encoding efficiency. However, this method overlooks
the length of symbols that are not encoded in the test vectors. For inter-column similarity,
researchers partition and reorder scan cells [95], placing similar columns next to each other
in the test set to extend the length of encoded symbols within the test vectors but neglecting
the length of symbols between consecutive test vectors. For two-dimensional similarity,
which refers to both inter-row and inter-column similarity, researchers propose a two-
dimensional reordering of the test machine, namely, rearranging all rows first based on
inter-row similarity and then rearranging all columns based on inter-column similarity.
This method optimizes the encoding length from the overall perspective of the test data,
significantly improving the effectiveness of double run-length encoding. However, these
preprocessing methods also have significant drawbacks, such as introducing signal delays
when the order of scan cells is changed and reconnected, which can affect test quality.

The traditional preprocessing methods described above do not consider the limitation
of test power consumption. However, during testing, the significant switching activity
of integrated circuits can lead to a surge in power consumption, which not only affects
operational reliability but also performance. When the test power consumption exceeds
the tolerance range of the integrated circuit, it can cause irreversible damage to the circuit.
Therefore, researchers have proposed techniques such as scan chain reordering [96], test
compression [97], and ATPG [98] to address the power consumption issues in the reordering
process. These preprocessing methods for test data can effectively reduce test power
consumption and optimize encoding compression [10], but the issue of signal delays
introduced by wiring modifications between scan cells still persists. To address this problem,
Yuan [99] proposed a two-dimensional reordering of tests based on Hamming distance and
completed a two-dimensional re-adjustment based on irrelevant bits. This approach can
effectively reduce the number of logic transitions for test data with a high proportion of
irrelevant bits, but the adjustment effect is not ideal for test data with a large number of
deterministic bits.
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5.2. Preprocessing Methods Based on Spectral Analysis

In recent years, to further enhance the efficiency of encoding compression, researchers
have conducted preprocessing of test data based on spectral analysis. In test compression,
spectral analysis is used to extract key test vector information components that determine
fault coverage from the test vectors. Researchers have found that high-quality test vector
sets exhibit characteristics related to the spectrum. By performing preprocessing based on
spectral analysis, it is possible to generate test sets with high fault coverage while effectively
reducing the amount of test data, achieving test compression. In practical applications,
Yogi [100] proposed the use of Walsh–Hadamard transform for digital circuit analysis,
which can detect fixed faults in circuits. Giani applied this transformation to the Built-In Self-
Test (BIST) and ATPG for timing circuits [31]. Yogi applied spectral analysis to test vector
preprocessing at the RTL (Register Transfer Level) [32]. Subsequently, Yogi completed
test compression for fixed faults [101] and transition faults [102] in microprocessor testing.
In 2010, Yogi extended the applicability of this method to very large-scale digital circuits,
demonstrating that the Walsh–Hadamard transform can effectively analyze the principal
components and residual components in the test set, and the inverse transform can recover
the principal components into the original test vectors [100] (Figure 6).

Figure 6. Test process flow based on spectral analysis preprocessing [100].

The decompressor based on Walsh–Hadamard transform consists of counters and
the XOR network, where the bit length of the counters is determined by the order of
the Hadamard matrix. Logic gates are used to selectively control the outputs of the
counters; then, the Walsh function, or the principal component, is generated through the
XOR network. The compressed data stored on the ATE are output through the decoder as
the residual component. The principal component and the residual component are restored
to the original test vectors through XOR gates and then input into the scan circuit.

6. Future Directions and Prospects

1. In methods aimed at enhancing coding compression efficiency, the higher the sim-
ilarity between the principal component set and the original test set, the better the
encoding compression effect of the residual set data. Considering that principal com-
ponents are outputs after transformation operations, future efforts can explore various
transformation operations to enhance compression effectiveness. Research can focus
on matrix transformations to investigate how to increase the similarity between vec-
tors in the transformation matrix and the bitstream. Simultaneously, it is also feasible
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to analyze the impact of bit transformations in test sets on the compression effect of
the transformation matrix without compromising fault coverage.

2. While coding-based compression methods offer numerous advantages, the devel-
opment of coding techniques themselves is relatively mature, leaving limited room
for further research. Future work should consider integrating these methods with
other emerging technologies to achieve higher compression efficiency. For instance,
combining machine learning with coding techniques could involve using machine
learning to analyze the impact of different preprocessing methods in conjunction with
various coding techniques on compression efficiency. By characterizing the data in the
original dataset, learning models can be trained. When compressing new test vector
sets, these models can suggest appropriate methods and parameters.

3. Test data compression and test power optimization are two prominent research topics
in test optimization. Currently, these topics are often studied in isolation without
collaborative optimization research. In coding-based test compression methods, filling
irrelevant bits “X” in the original test data can achieve higher compression efficiency.
However, this also introduces additional test power consumption, which can affect
test outcomes. Therefore, future research should consider both test compression and
test power consumption simultaneously to balance the trade-offs between the two,
achieve optimal test results, and reduce test costs.

7. Conclusions

Integrated circuit testing is a critical process for ensuring the quality and reliability of
integrated circuit products. In the post-Moore’s Law era, with the continuous evolution of
integrated circuit fabrication technologies and the development of SoC and chiplet technolo-
gies, the number of IP cores and chiplets integrated on a single chip is increasing, leading to
more complex functionalities. This has resulted in a significant surge in the volume of test
data, while the performance improvement in test equipment lags behind the advancements
in design technology, creating a bottleneck in the testing of very large-scale integrated
circuits. To address this bottleneck, this paper summarizes and analyzes the existing inte-
grated circuit test compression techniques from three aspects: test compression-oriented
coding methods, scan chain structure optimization, and enhancement of coding compres-
sion efficiency. In view of the limitations of current research, the paper also prospects the
future development trends of integrated circuit testing, with the aim of providing guidance
and recommendations for the advancement of test compression technology.
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