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Abstract: Multimodal emotion recognition (MER) aims to enhance the understanding of human
emotions by integrating visual, auditory, and textual modalities. However, previous MER approaches
often depend on a dominant modality rather than considering all modalities, leading to poor gen-
eralization. To address this, we propose Causal Inference in Multimodal Emotion Recognition
(CausalMER), which leverages counterfactual reasoning and causal graphs to capture relationships
between modalities and reduce direct modality effects contributing to bias. This allows CausalMER to
make unbiased predictions while being easily applied to existing MER methods in a model-agnostic
manner, without requiring any architectural modifications. We evaluate CausalMER on the IEMOCAP
and CMU-MOSEI datasets, widely used benchmarks in MER, and compare it with existing methods.
On the IEMOCAP dataset with the MulT backbone, CausalMER achieves an average accuracy of
83.4%. On the CMU-MOSEI dataset, the average accuracies with MulT, PMR, and DMD backbones
are 50.1%, 48.8%, and 48.8%, respectively. Experimental results demonstrate that CausalMER is
robust in missing modality scenarios, as shown by its low standard deviation in performance drop
gaps. Additionally, we evaluate modality contributions and show that CausalMER achieves balanced
contributions from each modality, effectively mitigating direct biases from individual modalities.

Keywords: emotion recognition; multimodal learning; causal inference

1. Introduction

Emotion recognition is essential for enabling more natural interactions between hu-
mans and machines [1]. It has been widely applied in fields such as Human–Computer
Interaction (HCI), robotics [2], and healthcare [3], where recognizing emotions enhances
user experiences [4]. Recently, multimodal emotion recognition (MER) has attracted con-
siderable attention as an approach to improving both the accuracy and sophistication of
emotion recognition systems. Multimodal emotion recognition involves the integration of
various data types to identify emotions. This approach is inspired by the observation that
humans naturally rely on multiple cues—visual, auditory, and textual—when interpreting
emotions [5]. Utilizing multiple modalities offers rich information that can significantly
enhance the understanding of human emotions and intentions.

A key challenge in multimodal emotion recognition lies in developing fusion strategies
to produce meaningful representations. However, in certain multimodal scenarios, one
dominant modality may outperform the others and hinder the optimal integration of the
remaining modalities [6]. This type of problem, where the model becomes biased toward
one modality, is referred to as modality bias [7,8]. It can disrupt the overall optimization of
the recognition system, preventing it from fully harnessing the complementary strengths
of each modality. Furthermore, in real-world scenarios, not all modalities are consistently
available [3,6]. For instance, text data might be missing due to speech recognition errors,
or audio data may be inaccessible because of a faulty sensor. In such cases, models that
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heavily rely on a dominant modality struggle to adapt, limiting their ability to handle
incomplete or missing data effectively. As shown in the first column of Figure 1, this often
leads to poor generalization, as the model becomes less capable of adapting to variations in
input or missing modalities [6].

Figure 1. Problem Definition. If the model is debiased considering only language, it cannot
effectively handle modality-biased samples where audio and video data are missing, as it fails to
address biases in the other modalities.

Many multimodal models tend to rely heavily on the language modality [6]. Previous
works [9–11] have addressed the issue of modality bias in multimodal learning, particularly
focusing on the role of the language modality. While these methods propose to mitigate
language modality bias, they often overlook biases present in other modalities, such as
video and audio data. In many multimodal datasets, the importance of a particular modality
can vary at the sample level and is not always dominant in every situation [12]. Existing
methods effectively handle language bias but struggle to address biases in audio or video
modalities. Additionally, these methods may encounter difficulties when certain modalities,
like video or audio, are missing or imbalanced in the input data. Therefore, it is crucial
to account for biases in all modalities—language, video, and audio—when designing
multimodal systems to ensure robust performance across various scenarios.

By leveraging counterfactual reasoning, we can disentangle various effects in multi-
modal learning, enabling effective modality debiasing. Motivated by causal inference and
counterfactual reasoning [13,14], we propose a novel approach called Causal Inference in
Multimodal Emotion Recognition (CausalMER) to reduce bias in text, audio, and video
modalities. CausalMER can be easily applied to existing MER methods in a model-agnostic
manner without requiring any architectural modifications. We construct a causal graph
to capture the relationships between modalities, allowing us to understand how different
modalities influence the training process. Using this causal graph, CausalMER estimates the
direct modality effects caused by modality bias. During inference, CausalMER calculates
the total indirect effect by subtracting the direct modality effects from the total causal effect,
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effectively eliminating direct modality bias. Furthermore, experimentation with the MER
backbone and CausalMER in the context of modality absence revealed that CausalMER
demonstrates robustness to absent modalities.

The contributions of this work can be summarized as follows:

• We propose CausalMER, a novel approach based on causal inference, to reduce three-
modality (text, audio, and video) bias in multimodal emotion recognition.

• We determined greater robustness in scenarios of modality absence compared to
MER backbones.

• CausalMER was designed in a model-agnostic fashion. Thus, we can utilize any
MER backbones.

2. Related Works
2.1. Multimodal Emotion Recognition

Multimodal emotion recognition aims to infer human emotions by integrating data
from textual, visual, and auditory sources. The heterogeneity between these modali-
ties provides diverse and complementary information, enriching the understanding of
emotional states. Consequently, previous multimodal methods have concentrated on de-
signing sophisticated fusion strategies to combine these different modalities. The early
method [15] simply used feature-level fusion by concatenating features from different
modalities. Another type of fusion is the attention mechanism [16], which considers the
relative importance of each modality. Since the introduction of the transformer [17], cross-
modal attention-based fusion methods [18–21] have significantly advanced, leading to more
robust and enhanced modality representations. Existing methods focus on effective fusion,
often combining modalities into a joint embedding space that overlooks the uniqueness of
each modality [22]. Therefore, recent methods [22–24] aim to learn separate representations
for each modality to reduce information redundancy in multimodal data. A progressive
reinforcement mechanism [23] is used to learn potential adaptive relationships between
different modalities from multimodality to unimodal. The feature disentanglement-based
method [22] aims to learn modality-specific and modality-invariant subspaces for effective
multimodal fusion. The graph-based distillation method [24] enhances modality-specific
features, allowing for adaptive cross-modal knowledge transfer.

However, most previous work in multimodal emotion recognition has primarily
focused on how to fuse different modalities. Without addressing modality bias, these
approaches struggle to handle situations where one or more modalities are missing.

2.2. Counterfactual Reasoning

Counterfactual reasoning is a tool for examining causal effects in specific situations. It
involves depicting imagined outcomes by applying factual variables in alternative treat-
ment scenarios [25]. By reevaluating the causal relationship between preceding events
and outcomes via counterfactual reasoning, one can rectify erroneous causal connections
or reasoning fallacies. That is why it serves as a debiasing methodology across multi-
ple tasks, including emotion recognition [26], sentiment classification [10,14], fake news
detection [9], and visual question answering (VQA) [13]. Counterfactual reasoning is
occasionally employed to eliminate a particular bias in the dataset within a unimodal
context [26], and it is also utilized to detect and mitigate multiple biases [14]. Further-
more, counterfactual reasoning is applicable not only to unimodal scenarios but also to
multimodal situations, primarily to mitigate biases inherent in datasets, as demonstrated
in CLUE [10] and MCIS [11]. Most present approaches employ counterfactual reasoning
to identify biases inherent in the dataset. Conversely, CF-VQA [13] has, for the first time,
tackled the modality bias present in multimodal learning using counterfactual reasoning
methods. In Visual Question Answering (VQA), models predominantly emphasize text
over images to produce answers, and CF-VQA [13] addressed and enhanced this textual
modality bias through counterfactual reasoning. Consequently, approaches to address
modality bias arising during model training in multimodal contexts via counterfactual



Appl. Sci. 2024, 14, 11397 4 of 17

reasoning have been examined; nevertheless, the majority focus on mitigating particular
biases inherent in the dataset.

In multimodal scenarios, the majority of studies demonstrate modality bias, and in
scenarios involving three or more modalities, one or more modality biases may arise. In a
multimodal scenario, neglecting the biases of all modalities may result in unintended
biases emerging in modalities other than the one from which the bias was eliminated.
The absence of the relied-upon modality in a real-world context can result in a substantial
drop in performance. This paper presents CausalMER, which eliminates biases across all
modalities via counterfactual reasoning to tackle this phenomenon.

3. Preliminaries

In this section, we introduce the key concepts and notations related to causal inference,
referencing the work [13]. We denote random variables with capital letters and their
observed values with lowercase letters.

Causal graph. A causal graph is a probabilistic graphical model that reflects the causal
relationships among variables. It is represented as a directed acyclic graph G = {N , E},
where N denotes the set of variables and E represents the corresponding causal relation-
ships. Figure 2a illustrates an example of a causal graph with three variables. The causality
from cause variable X to effect variable Y consists of two parts: the direct effect (i.e., X → Y)
and the indirect effect, which occurs through the mediator variable M (i.e., X → M → Y).
For example, a causal graph illustrating the effect of medication on disease treatment can be
represented as follows: X = x refers to the medication, Y represents the disease treatment
outcome, and M includes other factors like the patient’s age, physical condition, and other
relevant variables.

Figure 2. Causal graph. (a) Example of a causal graph. (b) Examples of counterfactual notations.
White nodes represent the value X = x, while gray nodes correspond to the value X = x∗. Here, x∗

indicates a counterfactual scenario.

Counterfactual inference. Counterfactual inference identifies the causal effect of a
variable by answering hypothetical “what if” questions based on observed data [25]. In the
factual scenario, the value of Y is formalized as:

Yx,m = Yx,Mx = Y(X = x, M = m), (1)

m = Mx = M(X = x).

where X is set to x and M is set to m. In the counterfactual scenario, X is set to different
values to assess how this affects both M and Y. As shown in Figure 2b, when X is set to x∗,
the mediator M changes, and we obtain Yx∗ ,m∗ = Yx∗ ,Mx∗ = Y(X = x∗, M = M(X = x∗)).
Similarly, Yx,m∗ describes the counterfactual scenario where X = x and m∗ is set to the
value when X = x∗.

Causal effects. Causal effects reveal the comparisons between two corresponding
outcomes when the value of the reference variable changes [27]. For example, let X = x
denote the “taken medication” scenario and X = x∗ represent the “not taken medication”
scenario. According to causal theory [27], the total effect (TE) of X = x on Y compares two
hypothetical situations X = x and X = x∗ and is formulated as:

TE = Yx,Mx − Yx∗ ,m∗ . (2)
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The total effect can be divided into two components [28]: the natural direct effect
(NDE) and the total indirect effect (TIE). NDE represents the effect of X on Y while the
mediator M is held blocked. Therefore, the NDE reflects the direct impact of X on Y,
excluding any indirect effects mediated by M, with M set to the value it would have when
X = x∗:

NDE = Yx,Mx∗ − Yx∗ ,Mx∗ . (3)

TIE is calculated by subtracting the NDE from TE [28]:

TIE = TE − NDE = Yx,Mx − Yx,Mx∗ . (4)

Finally, we obtain TIE as the debiased result by eliminating the direct bias (NDE) and
use it as the model’s final output. Unlike conventional MER methods that derive outputs
solely from t, a, and v, CausalMER leverages TIE to effectively eliminate direct biases.

4. Proposed Method: CausalMER

In this section, we first formulate the MER task as a causal graph to describe the
causal effects related to modality bias. We then introduce our CausalMER approach, which
eliminates modality bias through counterfactual reasoning.

4.1. Causal-Effect Look at CausalMER

Traditional MER Task. A MER dataset with N samples can be expressed as
D = {(T1,A1,V1,Y1), . . . , (TN ,AN ,VN ,YN)}. Let (Ti,Ai,Vi) represent a pair of data in a
MER dataset, where Ti, Ai, and Vi correspond to the i-th text, audio, and video data sample,
respectively. Yi is the emotion labels associated with this i-th data pair. The goal of MER is
to train a multimodal model F , which jointly integrates and leverages the three modalities.
Therefore, the model’s prediction in MER can be represented as ŷi = F (Ti,Ai,Vi), where
ŷi is the predicted emotion label for the i-th sample.

Causal Graph in MER. The causal graph of MER is illustrated in Figure 3a. In this
graph, there are five variables: text modality T, audio modality A, video modality V,
multimodal representation M, and emotional prediction Y, respectively. The effect of
T, A, and V on Y can be broken down into two components: the single-modal impact
and the multimodal impact. All causal relationships among these variables are explained
as follows:

• Link T/A/V → Y represents the direct effect of each modality T, A, and V on the
model’s prediction Y. This occurs because each modality may contribute salient
features with spurious correlations to the prediction. As shown in the paper [12],
the importance of a particular modality can vary at the sample level, and no single
modality is consistently dominant in every situation. Therefore, it is crucial to avoid
making predictions based solely on the direct effect of any one modality. Such direct
effects can lead to negative outcomes, as the model relies on spurious correlations
between each modality and the labels rather than capturing multimodal relationships.

• Link (T, A, V) → M → Y represents the multimodal impact, which captures the
indirect effect of T, A, and V on Y through the multimodal knowledge M. The mul-
timodal representation M is obtained by integrating information from the different
modalities. In real-world environments, missing modalities can occur, making it diffi-
cult to predict which modality will be absent. Therefore, our model performs better
by making predictions based on M, trained on all modalities (V, A, and T) together.
As a result, the indirect effect provides a beneficial impact on our model.
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Figure 3. Proposed Method: CausalMER. (a) Causal graph for MER. T represents text, A represents
audio, V represents video, M denotes multimodal knowledge, and Y is the predicted emotion.
(b) Counterfactual notations for CausalMER. White nodes represent the values T = t, A = a,
and V = v, while gray nodes correspond to the values T = t∗, A = a∗, and V = v∗. Here, ∗ indicates
a counterfactual scenario.

In this paper, we propose CausalMER to reduce modality bias in MER by eliminating
the pure language, acoustic, and visual effects that cause certain modalities to dominate
the prediction process.

4.2. Counterfactual Inference at CausalMER

Our proposed method aims to mitigate the impact of harmful bias on model predic-
tions when a modality is missing. We represent an emotion Y (e.g., “happy”) as the score
obtained when T is set to t (e.g., the text “I am so happy”), A is set to a (e.g., a voice saying
“I am so happy”), and V is set to v (e.g., a video showing people saying “I am so happy”).
Using the counterfactual notations in Equation (1), the causality in the factual scenarios is
formulated as follows:

Yt,a,v,m = Y(T = t, A = a, V = v, Mt,a,v = (T = t, A = a, V = v)). (5)

The total effect (TE) of CausalMER is illustrated in Figure 3. Following the causal effect
defined in Equation (2), the TE of T = t, A = a, and V = v on Y = y is defined as:

TE = Yt,a,v,m − Yt∗ ,a∗ ,v∗ ,m∗ . (6)

where m∗ = Mt∗ ,a∗ ,v∗ . Here, t∗, a∗, and v∗ correspond to the no-treatment condition,
representing a counterfactual scenario where the input from specific modalities t, a, and v is
blocked. This allows the measurement of the remaining effects, excluding the direct impact.
Further details are provided in Section 4.3, Counterfactual Scenario.

In real-world scenarios, it is impossible to predict which modality might be missing.
If the model is heavily biased toward a particular modality that is absent, its performance
and generalization ability will degrade. Additionally, MER models are prone to spurious
correlations between individual modalities and the target emotional labels, preventing the
effective use of multimodal knowledge. To address this, we aim to eliminate the direct
effect of individual modalities on the emotions. Specifically, we estimate the causal effect
of T = t, A = a, and V = v on Y = y by blocking the impact of M. Figure 3b illustrates
the natural direct effects (NDEs) of each modality—text, audio, and video—as proposed in
our method.

To calculate the direct effect of the text modality T, we apply an intervention [27] that
isolates and measures the NDE of T on Y. This process involves assessing the impact of
the text modality in the direct effect while excluding its contribution to the indirect effect.
When T = t, A = a, and V = v, the intervention sets the multimodal representation M to a
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specific value m, effectively blocking the mediator M from responding to its inputs. As a
result, when the model predicts Y, it relies solely on the text modality T. For the indirect
effect, a no-treatment condition t∗ is applied. Since the effect of T is blocked for the mediator
M with M taking the value m∗ = Mt∗,a∗,v∗ , the model explicitly captures the text bias.

NDEt = Yt,a∗ ,v∗ ,m∗ − Yt∗ ,a∗ ,v∗ ,m∗ . (7)

Similarly, the NDE of A on Y is calculated as follows:

NDEa = Yt∗ ,a,v∗ ,m∗ − Yt∗ ,a∗ ,v∗ ,m∗ . (8)

where NDEa explicitly captures audio modality bias by isolating the direct effect of A while
preventing its impact on the intermediate variable M. The NDE of V on Y is calculated as:

NDEv = Yt∗ ,a∗ ,v,m∗ − Yt∗ ,a∗ ,v∗ ,m∗ . (9)

where NDEv captures video modality bias in a similar manner to NDEa by isolating
the direct effect of V while preventing its influence on M. Finally, the total NDE can be
expressed by summing the NDE of each (T, A, V) modality as follows:

NDE = NDEt + NDEa + NDEv

= Yt,a∗ ,v∗ ,m∗ + Yt∗ ,a,v∗ ,m∗ + Yt∗ ,a∗ ,v,m∗ − 3 · Yt∗ ,a∗ ,v∗ ,m∗ . (10)

The notation for all NDEs is illustrated in Figure 3b. Additionally, modality bias can be
mitigated by computing the difference between the TE and NDE, as follows:

TIE = TE − NDE

= Yt,a,v,m − Yt,a∗ ,v∗ ,m∗ − Yt∗ ,a,v∗ ,m∗ − Yt∗ ,a∗ ,v,m∗ + 2 · Yt∗ ,a∗ ,v∗ ,m∗ . (11)

For inference, the prediction with the maximum TIE is selected as the unbiased result.

4.3. Implementation of CausalMER

As illustrated in Figure 4, we implement CausalMER framework based on the causal
graph depicted in Figure 3b.

Figure 4. The framework of CausalMER. CausalMER aims to eliminate individual modality bias
through counterfactual reasoning. By subtracting the bias from text, audio, and video modalities,
CausalMER effectively generates unbiased predictions.
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Model Architecture. To determine the effects of text T, audio A, video V, and multi-
modal M on Y, we utilize four neural models: the text-only branch FT (e.g., ALBERT [29]),
the audio-only branch FA (e.g., ResNet18 [30]), the video-only branch FV (e.g., ResNet18 [30]),
and multimodal branch FM. Since the proposed method is model-agnostic, various existing
MER approaches can be utilized in the multimodal branch FM. As detailed in Section 5.3,
we use MulT [20], PMR [23], and DMD [24] as the MER backbones for FM. Our methods
are defined as follows:

Yt = FT(t), Ya = FA(a), Yv = FV(v), Ym = FM(t, a, v),

Yt,a,v,m = h(Yt, Ya, Yv, Ym). (12)

where Yt, Ya, Yv, and Ym represent the text-only effect (T → Y), audio-only effect (A → Y),
video-only effect (V → Y), and the multimodal effect (T/A/V → M → Y), respectively. h
is the fusion function to obtain the final score Yt,a,v,m.

Counterfactual Scenario. The no-treatment condition is defined as blocking the direct
effect of the single modality—text, audio, or video—i.e., when t, a, or v is not provided.
These no-treatment conditions are expressed as T = t∗ = ∅, A = a∗ = ∅, and V = v∗ = ∅.
However, neural models are unable to handle scenarios where inputs are absent. Therefore,
we established the no-treatment condition with the approach used in this study [13].
The terms Yt, Ya, Yv, and Ym in Equation (12) are expressed as follows:

Yt =

{
yt = FT(t) if T = t
y∗t = ct if T = ∅

,

Ya =

{
ya = FA(a) if A = a
y∗a = ca if A = ∅

,

Yv =

{
yv = FV(v) if V = vs.
y∗v = cv if V = ∅

,

Ym =

{
ym = FM(t, a, v) if T = t and A = a and V = vs.
y∗m = sum(ct, ca, cv) if T = ∅ or A = ∅ or V = ∅

. (13)

where ct, ca, and cv are learnable parameters.
Fusion Strategies. We combined Yt, Ya, Yv, and Ym to derive a fused score Yt,a,v,m,

which can be applied to various fusion strategies. The differences between these strategies
are compared in Section 5.5.

• SUM [13] calculates the final score by summing the four probabilities, where σ is the
sigmoid function.

h(Yt, Ya, Yv, Ym) = log σ(Yt + Ya + Yv + Ym). (14)

• HM (Harmonic) [13] utilizes the product of sigmoid functions as the fusion method.

h(Yt, Ya, Yv, Ym) = log
YHM

1 + YHM
, (15)

where YHM = σ(Yt) · σ(Ya) · σ(Yv) · σ(Ym).

• SUM-tanh [9] uses the sum of tanh function, combined with Ym as the fusion function.

h(Yt, Ya, Yv, Ym) = Ym + tanh(Yt) + tanh(Ya) + tanh(Yv). (16)
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• MASK [14] uses the sigmoid function of the sum of Yt, Ya, and Yv as the mask.

h(Yt, Ya, Yv, Ym) = Ym · σ(Yt + Ya + Yv) (17)

Training. We apply cross-entropy loss CE(·) to Yt, Ya, Yc, and Yt,a,v,m to update the
model in Equation (12) as follows:

Lcls = CE(Yt,a,v,m, y) + CE(Yt, y) + CE(Ya, y) + CE(Yv, y) (18)

where y is the emotion label for (t, a, v).
Following previous work [13], we use Kullback–Leibler divergence KL(·) to learn the

parameters ct, ca, and cv:

Lkl = KL(TE, NDE) (19)

where the TE and NDE are calculated by Equation (6) and Equation (10), respectively.
In contrast to prior studies [13], which deal with two modalities, our approach involves

three modalities: text, audio, and video. This requires careful balancing of the NDE and TE.
The presence of three NDEs introduces challenges in ensuring stable convergence during
model optimization. To address this, we introduce an additional loss Lklbal

to balance each
NDE and TE, promoting more stable training.

Lklbal
= KL(NDEt, NDEa) + KL(NDEa, NDEv) + KL(NDEv, NDEt)

+ KL(TE, NDEt) + KL(TE, NDEa) + KL(TE, NDEv). (20)

where TE, NDEt, NDEa, and NDEv can be calculated by Equations (6), (7), (8), and (9),
respectively. The final loss for CausalMER is expressed as:

L = ∑
(t,a,v,y)∈D

α · Lcls + β · (Lkl + Lklbal
). (21)

where α and β are the hyperparameters.
Inference. According to Equation (11), we utilize TIE as multimodal emotion predic-

tion to eliminate the single-modal impact, as follows:

TIE = TE − NDE

= h(Yt, Ya, Yv, Ym)− h(Yt, Ya∗ , Yv∗ , Ym∗)− h(Yt∗ , Ya, Yv∗ , Ym∗)

− h(Yt∗ , Ya∗ , Yv, Ym∗) + 2 · h(Yt∗ , Ya∗ , Yv∗ , Ym∗). (22)

5. Experiments

In this section, we evaluate CausalMER on two widely recognized benchmark datasets
for MER. Our goal is to compare CausalMER with prior competitive approaches and
demonstrate its robustness to missing modalities.

5.1. Datasets and Evaluation Metrics

We conducted experiments on two widely used datasets: IEMOCAP [31] and CMU-
MOSEI [32]. Refer to Table 1 for a detailed summary of the statistics and evaluation metrics
for each dataset.

• IEMOCAP: The Interactive Emotional Dyadic Motion Capture (IEMOCAP [31])
dataset contains recordings of 10 actors engaged in conversations, capturing text,
audio, and video modalities. It consists of 4453 video clip samples, with pre-split
data including 2717 training samples, 798 validation samples, and 938 testing samples,
as outlined in previous works [20,23]. The dataset comprises nine emotions (anger,
happiness, sadness, neutrality, excitement, frustration, fear, surprise, and others). Fol-
lowing previous works [20,23,33], four emotions (happiness, sadness, anger, and neu-
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trality) were chosen for evaluation. Moreover, unlike the CMU-MOSEI [32] dataset,
the IEMOCAP [31] dataset adapts a multi-label configuration, allowing video clips
to simultaneously exhibit multiple emotions, such as both anger and sadness. As in
previous works [20,23], we evaluate the predicted values for each emotional label
using binary classification accuracy and F1 score.

• CMU-MOSEI: The CMU-MOSEI [32] dataset consists of video clips of movie reviews
sourced from YouTube, providing text, audio, and video modality data for each in-
stance. It contains 22,777 video clips, with pre-split data comprising 16,265 training
samples, 1869 validation samples, and 938 testing samples, as outlined in previous
work [20]. The dataset is assigned sentiment scores ranging from −3 (strongly nega-
tive) to +3 (strongly positive). Previous works [20,23,24] have used 7-class accuracy
(Acc7) to evaluate model performance.

Table 1. Statistics and evaluation metrics of experimental datasets.

Dataset
Samples

Classes Metric
Train Val Test

IEMOCAP [31] 2717 798 938 4
Accuracy (Acc), F1 score (F1)

CMU-MOSEI [32] 16,265 1869 4643 7

5.2. Implementation Details

Feature Extraction. For the CMU-MOSEI dataset [32], features extracted from the raw
data are publicly available due to privacy considerations. The text modality is derived from
video transcripts and converted into 300-dimensional vectors using pre-trained GloVe word
embeddings (glove.840B.300d) [34]. Facial muscle movements in video frames are captured
by extracting 35 facial action units using Facet [35]. Audio features are processed with
COVAREP [36], including 12 Mel-frequency cepstral coefficients (MFCCs), pitch tracking,
and other acoustic parameters, resulting in a 74-dimensional vector. Following previous
work [20], we applied the same feature extraction methods used for the CMU-MOSEI
dataset to the IEMOCAP dataset.

Experimental Setting. In this study, we conducted experiments using three baseline
MER architectures: MulT [20], PMR [23], and DMD [24]. We re-implemented these three
baselines based on the publicly available code and integrated them with our CausalMER
framework. In all MER backbones, we utilized the pre-trained ALBERT [29] for the text-only
branch and ResNet-18 [30] for both the audio-only and video-only branches, respectively.
We used the Adam optimizer, and due to the differing characteristics of the IEMOCAP [31]
and CMU-MOSEI [32] datasets, we set different learning rates for each. In the IEMO-
CAP [31] dataset, the text-only branch uses a learning rate of 1× 10−6, while the audio-only,
video-only, and MER backbone branches use 2 × 10−3. In the CMU-MOSEI [32] dataset,
we trained MulT [20] and PMR [23] with a learning rate of 1 × 10−3, while DMD [24] was
trained with a learning rate of 1 × 10−4. For the IEMOCAP [31] dataset, we used a batch
size of 32. In the CMU-MOSEI [32] dataset, the batch size was 32 for PMR [23] and 16 for
both MulT [20] and DMD [24]. In contrast to various counterfactual inferences that use a
grid search strategy [10,11,37], CausalMER does not use such an approach. All experiments
were implemented using PyTorch (1.13.0) on an NVIDIA RTX A6000 GPU with 48 GB of
memory. Additionally, we reported CausalMER with MASK fusion as a key result.

5.3. Main Results

We conducted two main experiments: a standard benchmark in MER and an evalua-
tion of missing modality scenarios on the IEMOCAP [31] and CMU-MOSEI [32] datasets.
We aim to assess the efficiency of our CausalMER in a standard benchmark setting and
evaluate its robustness in scenarios where a modality is missing. In real-world situations,
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the absence of certain modalities can occur, and our CausalMER is designed to address this
issue by preventing reliance on any single modality.

CausalMER is evaluated against recent state-of-the-art (SOTA) approaches in MER,
with the methods grouped based on the dataset. On the IEMOCAP [31] dataset, we com-
pare CausalMER with EF-LSTM [20], LF-LSTM [20], RMFN [38], MFM [39], RAVEN [33],
MCTN [40], MulT [20], PMR [23], FDMER [22], and DMD [24]. For the CMU-MOSEI
dataset, we compared our method with DCCA [41] and DCCAE [42], which address
missing modalities in a non-recovery manner, and MCTN [40], MMIN [43], GCNet [44],
DiCMoR [45], and IMDer [46]. Similar to previous studies [47,48] that have re-run MulT,
PMR, and DMD, we reimplemented it following the settings described in the original
paper. We report the best performance achieved in our experiments with the configurations
provided by the original authors.

Table 2 illustrates the comparison on the IEMOCAP [31] dataset. We integrated the
CausalMER framework into MulT [20], one of the most well-recognized models in the MER
task. As a result, MulT [20] integrated with CausalMER outperforms the vanilla model
in terms of both accuracy and F1 score across all emotions. In particular, the model with
CausalMER achieves better results, with improvements of 1.6% in average emotion accuracy
and 1.9% in F1 score. This improvement may be attributed to the fact that the original
MulT [20] tends to rely on certain single modalities, which reduces the contributions of
other less dominant modalities. CausalMER helps address this imbalance. In contrast,
CausalMER shows performance improvements, effectively addressing modality bias and
balancing modality contributions.

Table 2. Comparison on the IEMOCAP [31] dataset. † indicates our reimplementation.

Model
Happy Sad Angry Neutral Average

Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%) Acc (%) F1 (%)

EF-LSTM [20] 86.0 84.2 80.2 80.5 85.2 84.5 67.8 67.1 79.8 79.1
LF-LSTM [20] 85.1 86.3 78.9 81.7 84.7 83.0 67.1 67.6 79.0 79.7

RMFN [38] 87.5 85.8 83.8 82.9 85.1 84.6 69.5 69.1 81.5 80.6
MFM [39] 90.2 85.8 88.4 86.1 87.5 86.7 72.1 68.1 84.6 81.7

RAVEN [33] 87.3 85.8 83.4 83.1 87.3 86.7 69.7 69.3 81.9 81.2
MCTN [40] 84.9 83.1 80.5 79.6 79.7 80.4 62.3 57.0 76.9 75.0
MulT [20] 90.7 88.6 86.7 86.0 87.4 87.0 72.4 70.7 84.3 83.1

MulT † [20] 85.6 82.3 84.0 84.4 88.1 87.8 69.5 69.5 81.8 81.2
+ CausalMER 87.3 86.0 87.3 87.1 88.3 88.2 70.9 71.1 83.4 83.1
(Difference) +1.7 +3.7 +3.3 +2.7 +0.2 +0.4 +1.4 +1.6 +1.6 +1.9

Table 3 presents the standard benchmarks for the IEMOCAP dataset and the per-
formance drop observed when the available modalities are limited, i.e., when certain
modalities are missing. We use MulT [20] as the backbone for CausalMER.

Table 3. The performance drop under six possible missing-modality conditions and the full-modality
condition (i.e., “{a}” indicates that only the audio modality is available, with both text and video
modalities missing) on the IEMOCAP [31] dataset, utilizing the average accuracy metric. Performance
drops that are minimal are highlighted in bold. † indicates our reimplementation.

Performance Performance Drop Gap
Model

{t,a,v} {a,v} {t,v} {t,a} {t} {a} {v} avg std

MulT † [20] 81.8 −2.1 −6.9 −1.2 −8.8 −4.1 −9.5 −5.4 3.5
+ CausalMER 83.4 −5.5 −4.4 −1.2 −6 −7.8 −11.8 −6.1 3.5
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When one modality is absent in MulT [20], the drop in performance is more pro-
nounced with the absence of the audio modality than with the absence of the text or
video modalities. This is due to MulT [20] being trained dependent on the audio modality.
Nonetheless, when integrated with CausalMER, it exhibited a reduced performance drop
compared to MulT [20] in the absence of the audio modality, and when the video modality
was absent, both demonstrated equivalent performance degradation; however, MulT [20]
attained 73% performance, while CausalMER reached 77.4%, thereby achieving superior
performance. This demonstrates that CausalMER has effectively eliminated the biases
across various modalities. Moreover, although the average performance decline under
the missing-modality condition is less pronounced for MulT [20], CausalMER exhibits a
higher average performance of 77.3% under the same condition, surpassing MulT’s [20]
75.9% by 1.4%. CausalMER outperforms the current MER backbone in scenarios involving
modality absence.

Table 4 presents the standard benchmarks for the CMU-MOSEI [32] dataset and the
performance drop observed when the available modalities are limited, i.e., when certain
modalities are missing. We use MulT [20], PMR [23], and DMD [24] as the backbone
for CausalMER.

Table 4. The performance drop under six possible missing-modality conditions and the full-modality
condition (i.e., “{a}" indicates that only the audio modality is available, with both text and video
modalities missing) on the CMU-MOSEI dataset, utilizing the average accuracy metric. Performance
drops that are minimal are highlighted in bold. † indicates our reimplementation.

Performance Performance Drop Gap
Model

{t, a, v} {a, v} {t, v} {t, a} {t} {a} {v} avg std
DCCA [41] 47.7 −6.2 −1.1 −1.0 −1.0 −6.6 −6.4 −3.7 2.9

DCCAE [42] 48.2 −6.6 −1.1 −0.8 −1.2 −7.3 −8.1 −4.2 3.5
MCTN [40] 51.2 −9.1 −0.8 −0.5 −1.0 −9.8 −9.6 −5.1 4.8
MMIN [43] 52.4 −10.6 −1.2 −0.4 −1.0 −12 −11.7 −6.2 5.8
GCNet [44] 51.5 −9.5 −0.4 −0.2 −0.3 −10.4 −9.8 −5.1 5.3

DiCMoR [45] 53.4 −11.0 −0.4 −0.7 −1.0 −12.0 −11.4 −6.1 5.9
IMDer [46] 53.4 −10.6 −0.3 −0.3 −0.9 −11.7 −10.8 −5.8 5.8

MulT † [20] 48.8 −7.4 0.3 −1.0 −1.1 −7.4 −7.4 −4.0 3.8
+ CausalMER 50.1 −8.0 −1.0 −1.2 −2.8 −8.7 −8.5 −5.0 3.7

PMR † [23] 50.3 −11.3 −2.5 −2.0 −3.6 −8.9 −10.7 −6.5 4.3
+ CausalMER 48.8 −6.7 0.1 −0.3 −7.2 −7.4 −0.8 −3.7 3.7
DMD † [24] 50.8 −9.1 −1.5 −2.2 −3.4 −9.5 −9.3 −5.8 3.8

+ CausalMER 48.8 −7.6 −2.2 −1.6 −4.3 −7.4 −7.4 −5.1 2.8

Many multimodal models often rely on specific modalities [6], leading to varying
performance drops when a modality is missing. For instance, in PMR [23], omitting the
video modality resulted in a 2% performance drop, while the absence of the text modality
caused an 11.3% decrease—a 9.3% difference. In contrast, when integrating PMR [23] with
CausalMER, the video absence led to only a 0.3% drop, and the text absence resulted in
a 6.7% reduction—a 6.4% gap, which is 2.9% smaller than the original PMR [23]. This
phenomenon occurs because CausalMER calculates the pure modality effect and eliminates
modality bias, leading to a more balanced contribution among modalities. As a result,
the performance drops are more evenly distributed when certain modalities are absent.

This is evident in the standard deviation of performance across modalities. A smaller
standard deviation when each modality is unavailable indicates greater robustness to
missing modalities. Integrating MulT [20], PMR [23], and DMD [24] with CausalMER
reduces the standard deviation compared to their respective backbones, with standard
deviations of 3.7, 3.7, and 2.8, respectively. Furthermore, the integration of the DMD [24]
with CausalMER shows the minimal standard deviation compared to all other models in
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Table 4. This demonstrates that, despite the backbone of CausalMER not being specifi-
cally designed to handle situations where certain modality data are missing, it effectively
eliminates modality bias, ensuring balanced contributions from each modality.

5.4. Analysis

We conducted further analysis on CausalMER to evaluate its efficiency in eliminating
the single-modal impact. To achieve this, we measured modality contributions using the
modality contribution metric [12]. The modality contribution metric, inspired by Shapley
theory [49], is proposed to measure the contribution of each modality to the prediction
for each sample. A higher modality contribution score indicates a greater contribution of
the modality to the prediction, while a lower score suggests a smaller impact. The score
is calculated based on the number of correct predictions across all permutations of the
modality input.

Table 5 compares the modality contributions of the MER and CausalMER models
on the CMU-MOSEI [32] dataset. Each column represents the contribution of a specific
modality, with values normalized to sum to 1 across the three modalities. The balance of
modality contributions is measured by the standard deviation of these normalized values.

Table 5. Modality contribution in CMU-MOSEI dataset. Normalized Modality Contributions with
minimal values are highlighted in bold. † means our reimplementation.

Normalized Modality Contribution
Model

Text Audio Video std
MulT † [20] 0.287 0.304 0.409 0.066

+ CausalMER 0.330 0.355 0.315 0.020
PMR † [23] 0.393 0.307 0.300 0.051

+ CausalMER 0.323 0.346 0.332 0.012
DMD † [24] 0.349 0.316 0.336 0.017

+ CausalMER 0.377 0.304 0.319 0.038

When integrating CausalMER with MulT [20] and PMR [23], the standard deviations
of modality contributions decrease from 0.066 and 0.051 to 0.02 and 0.012, respectively.
This indicates that integrating CausalMER results in more balanced contributions from
each modality, effectively eliminating the direct impact of single modality. For DMD [24],
the standard deviation is initially low at 0.017. This can be attributed to DMD’s [24] use of
graph distillation, which evenly distributes knowledge across modalities to balance contri-
butions. Additionally, unlike previous MER methods based on counterfactual inference
methods, CausalMER does not employ a grid search algorithm. Grid search is typically
used to optimize the weights for each NDE in counterfactual inference. While effective
for dataset-specific optimization, it is less generalizable to real-world data. As a result,
integrating CausalMER with DMD [24] slightly increased the standard deviation by 0.021.
Nevertheless, the standard deviation remains lower compared to other backbone models.

5.5. Ablation Studies

We conducted ablation studies on the IEMOCAP [31] dataset, carrying out compre-
hensive experiments to assess the necessity of each component in CausalMER.

Importance of Components in CausalMER. To assess the effectiveness of our model
design, we removed specific components responsible for handling the direct effects of text,
audio, and video modalities, as well as the proposed loss function. The results are shown in
Table 6. We find that removing the direct effect of each single modality leads to consistent
improvement (Rows 1–5).
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Table 6. Ablation studies on IEMOCAP dataset. The highest performance is highlighted in bold.

Row Lklbal NDEt NDEa NDEv Acc F1

1 ✓ ✓ ✓ ✓ 83.4 83.1

2 ✓ ✓ ✓ 82.0 81.9

3 ✓ ✓ ✓ 82.3 81.7

4 ✓ ✓ ✓ 81.6 81.4

5 ✓ ✓ ✓ 80.9 80.7

Unlike previous studies [10,11,13], the proposed CausalMER can identify and remove
biases across more than three modalities by using three learnable parameters: ct, ca, and cv.
The proposed loss Lklbal

is included to balance the influence of the TE and NDEs during
training; otherwise, the model may risk overemphasizing certain terms. Eliminating this
loss results in a 1.4% decrease in average accuracy and a 1.2% drop in average F1 score (Row
2), indicating that the loss function effectively promotes balanced learning between the TE
and each NDE as intended.

CausalMER effectively balances the effects of the text, audio, and video modali-
ties. To accomplish this, we introduced three modality-specific NDEs: NDEt, NDEa,
and NDEv. Removing any of these NDEs resulted in performance degradation across all
instances (Rows 3–5). This finding suggests that multimodal models are not biased toward
a single modality but instead exhibit multiple coexisting modality biases. By successfully
mitigating these biases, CausalMER achieved improved performance.

Different Fusion Strategies. Following previous studies [9,13,14], we applied several
fusion strategies in Equation (12). Table 7 shows that MASK [14] (Row 1) significantly
outperforms other fusion strategies (Rows 2–4), suggesting that this fusion approach
effectively mitigates bias across terms in CausalMER. Future research could further explore
fusion methods best suited for CausalMER.

Table 7. Impact of different fusion strategies on IEMOCAP [31] dataset.

Row Fusion Strategy Acc F1

1 MASK 83.4 83.1

2 SUM 72.4 74.0

3 HM 71.8 73.1

4 SUM-tanh 74.3 75.5

6. Conclusions and Future Work

Conclusions. CausalMER effectively mitigates modality bias in multimodal emotion
recognition, enhancing robustness even when specific modalities are absent. By leveraging
causal inference and counterfactual reasoning, it reduces the impact of modality-specific
biases without requiring structural changes to existing models. Experimental results
demonstrate that CausalMER improves the generalization of MER systems under missing-
modality conditions. On the IEMOCAP dataset with the MulT backbone, CausalMER
achieves an average accuracy of 83.4%. On the CMU-MOSEI dataset, the average accuracies
with MulT, PMR, and DMD backbones are 50.1%, 48.8%, and 48.8%, respectively. These
results highlight CausalMER’s robustness in missing modality scenarios, as evidenced
by its low standard deviation in performance drop gaps. Additionally, our evaluation
shows that CausalMER achieves balanced contributions from each modality, effectively
mitigating direct biases. CausalMER is particularly suited for real-world applications
such as Human–Computer Interaction (HCI), robotics, and healthcare, where real-time
emotion recognition is critical. In practical scenarios, sensor failures may lead to missing
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modalities, potentially disrupting predictions if the absent modality has a dominant effect.
By eliminating modality bias, CausalMER ensures reliable performance, even in such
challenging conditions.

Future work. The proposed CausalMER exclusively examines the impact of each
modality under full-modality conditions during training. Nevertheless, in different modality-
absent scenarios, the modality effect may differ from the full-modality conditions observed.
Previous experiments have demonstrated that debiasing derived from the modality effect
assessed under full-modality conditions results in strong performance in missing-modality
situations. Training the model to account for modality-missing scenarios could enhance its
robustness by enabling adaptation to variations in modality effects. Subsequent research
will concentrate on broadening this methodology to incorporate these conditions.
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