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Featured Application: This research addresses the critical problem of accurate distance estima-
tion using stereo camera systems, which are increasingly relevant for applications in metrology,
robotics, and automated systems. The manuscript provides theoretical insights and practical
experimental results on the performance and accuracy of stereo vision for distance estimation.

Abstract: Distance measurement plays a key role in many fields of science and technology, including
robotics, civil engineering, and navigation systems. This paper focuses on analyzing the precision
of a measurement system using stereo camera distance measurement technology in the context of
measuring two objects of different sizes. The first part of the paper presents key information about
stereoscopy, followed by a discussion of the process of building a measuring station. The Mask
R-CNN algorithm, which is a deep learning model that combines object detection and instance
segmentation, was used to identify objects in the images. In the following section, the calibration
process of the system and the distance calculation method are presented. The purpose of the study
was to determine the precision of the measurement system and to identify the distance ranges where
the measurements are most precise. Measurements were made in the range of 20 to 70 cm. The system
demonstrated a relative error of 0.95% for larger objects and 1.46% for smaller objects at optimal
distances. A detailed analysis showed that for larger objects, the system exhibited higher precision
over a wider range of distances, while for smaller objects, the highest accuracy was achieved over a
more limited range. These results provide valuable information on the capabilities and limitations of
the measurement system used, while pointing out directions for its further optimization.

Keywords: distance measurement; stereo vision; image processing; accuracy determination

1. Introduction

Distance estimation using stereo cameras is one of the key issues in the field of
computer vision and robotics, which finds application in various areas of technology and
industry. The technology is based on the use of two cameras placed at a certain distance
from each other, which capture images of the same scene from different viewing angles.
The basic concept behind this method is that the difference between the images captured by
the two cameras, known as binocular disparity (binocular parallax), contains information
about the depth of the scene. It is the main depth cue that makes stereoscopic images
appear three-dimensional. However, in many scenarios, the range of depth that can be
reproduced by this signal is severely limited and is usually fixed due to limitations imposed
by the displays. For example, due to the low angular resolution of current automultiscope
displays, they can only reproduce a small depth range. Analyzing these differences, which
is the process of stereoscopy, makes it possible to recreate the three-dimensional structure of
the environment and precisely determine the distance to individual objects in the cameras’
field of view.
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This technology is widely used in many fields. In mobile robotics, for example, stereo
systems are used for navigation and obstacle avoidance, enabling robots to navigate in
unfamiliar and dynamic environments [1–3]. In the automotive industry, stereo cameras
are an integral part of advanced driver assistance systems that enhance road safety through
automatic braking, lane keeping, or pedestrian recognition. Also in autonomous vehicles,
there are systems to measure the distance between vehicles for autonomous driving based
on processing images obtained from stereo cameras [1,2]. Stereo cameras are also used to
monitor the condition of road surfaces, including the detection of ice, water, snow, and
dry asphalt. The system is based on the analysis of changes in the polarization of light
reflected from the road surface, and the recognition accuracy has been improved through
texture analysis, which evaluates the image contrast. Although tests have shown the need
for further improvements, especially to adapt the system to changing lighting conditions,
the technology is a promising solution to detect road hazards [3].

There are studies of distance measurement using a stereo camera, in which the test
subject was a human. The process included steps such as camera calibration, image
rectification, disparity calculation, and 3D reconstruction. The distance of the subject
was measured using Euclid’s distance measurement method to determine the shortest
distance from the center of the bounding box to both cameras [4]. Stereoscopic cameras
have also been used to develop an inexpensive diagnostic system for ophthalmology that
could find application in developing countries. Due to its stereoscopic capabilities and
low manufacturing costs, the prototype camera provides clear images of the fundus of
the eye, allowing the user to choose between photo and video. This innovative system
represents a significant step forward in available medical technology, meeting the needs
of professionals working in resource-limited environments [5]. Stereo cameras have also
been used to visualize 3D ultrasound data of the breast to better understand the depth and
shape of tumors. For this purpose, an acquisition system with automatic ultrasound head
travel has been developed that creates a series of parallel image cross sections and then
combines them into a 3D model. With a stereoscopic monitor, doctors can view these data
in the form of spatial projections, improving the accuracy of cancer diagnosis [6].

To measure the distance of an object from the stereo cameras, it is first necessary to
accurately detect the object in the images captured by both cameras. To do this, advanced
computer vision techniques, such as Mask R-CNN (Mask Region-Based Convolutional
Neural Network), can be used. Mask R-CNN is a powerful tool for segmenting objects in
images that not only identifies and classifies objects, but also accurately determines their
contours by generating segmentation masks [7–9]. This makes it possible to isolate specific
objects from the background, which is crucial for the accurate matching of correspondence
points between images from the two cameras. The use of Mask R-CNN in the process of
distance estimation not only allows for the improvement of the precision of object detection,
but also significantly improves the entire process of 3D scene reconstruction, leading to
more reliable and accurate distance measurements.

Another advanced method that can be used to measure depth is the Spiking U-
Net architecture, based on spiking neural networks (SNNs). These networks differ from
traditional deep neural networks in that they mimic the action of biological neurons,
processing information in the form of pulses, known as ‘spikes’, rather than continuous
signals. In the U-Net architecture, originally designed for the task of segmenting medical
images, such spikes are used to more efficiently detect the edges and contours of objects in
three-dimensional scenes. Spiking U-Net generates detailed segmentation masks, which in
turn help with precise depth reconstruction. Spiking U-Net is an interesting alternative to
classic networks such as Mask R-CNN, especially in the context of real-time applications.
The use of this architecture can significantly improve precision in depth measurements,
while enabling the more economical use of computing resources, which is important in the
context of mobile or portable measurement systems [10,11].

It was decided to conduct research to accurately determine the precision of the mea-
surement system and identify specific distance ranges where the results obtained have the
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highest accuracy. Such a research goal allows for a better understanding of the capabilities
and limitations of the systems used and helps determine the optimal operating conditions
relevant to future practical applications of this technology.

2. Materials and Methods

To carry out the test, a simple test bench was set up, as illustrated in Figure 1. The main
component of this bench was ESP32 microcontrollers (Espressif Systems, SSE: 688018.SH)
with an attached OV2640 camera module (Waveshare Shenzhen, China), which offers a
maximum resolution of up to 1600 × 1200 pixels [12,13]. The measurement setup consisted
of two ESP32-CAM (OV2640) modules mounted in parallel on a single plane at a fixed
distance of 5.4 cm from each other to facilitate stereovision, in which two cameras, acting
as a stereo pair, captured images simultaneously. Precise parallel alignment and a fixed dis-
tance between the cameras were crucial to accurate depth measurement and triangulation.
The cameras were securely mounted to avoid any displacement during the measurement
process. A measuring tape was placed in front of the cameras, marking distances from
20 to 70 cm in 2.5 cm increments. This made it possible to precisely control the distance
measurements. Three measurements were taken for each marked distance to ensure the
precision and repeatability of the data. The cameras were mounted in the same perfectly
even plane and precisely aligned with the edges to minimize the risk of misalignment.
Minor deviations in the camera axes could introduce errors in the triangulation process,
which would directly affect the precision of depth measurements. Even slight misalignment
causes discrepancies in correspondence points between the images from the two cameras,
which in turn leads to errors in distance determination.
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Figure 1. Schematic view of the test bed for distance measurement with stereo cameras.

This project used Mask R-CNN to detect and segment objects in images from two
ESP32-CAM cameras. Mask R-CNN, which is based on the ResNet-50 architecture with
Feature Pyramid Network (FPN) functionality, allows for precise object position determi-
nation and accurate segmentation. Images are loaded and processed in a tensor, which
is then passed to a model that returns bounding boxes, class labels, confidence values,
and segmentation masks [14–16]. The detected bounding boxes of the two images are
compared to calculate the distances between the corresponding boxes. Functions that
convert box coordinates to different representations, such as midpoints or corners, are
used for accurate calculations. A cost matrix is created, taking into account vertical and
horizontal offsets and area differences, to determine the optimal assignments between
objects. A linear assignment method is used to determine which boxes from one image
correspond to boxes from another, enabling the tracking of object movement. The results
of detection and assignments are visualized in the images using box drawing, class labels,
and segmentation masks. This makes it easy to verify the accuracy of the detection and
assignments, which is crucial for further analysis and applications. The use of Mask R-CNN
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in this project allowed for precise information about the movement and position of objects
in space, which is essential for triangulation and object tracking.

To calibrate the cameras in the project, the CameraWebServer program, available from
Arduino.IDE (1.8.19.) software as a sample program after installing the camera library,
was first uploaded to the ESP32-CAM modules. This program allows access to the video
stream from the cameras via a web interface, allowing easy monitoring and recording
of live images. With CameraWebServer, it is also possible to adjust camera parameters
such as brightness, contrast, white balance, and exposure, which is key to obtaining the
higher-quality images needed for calibration. After running the program and obtaining a
stable connection to the cameras, the calibration process proceeded, which involved taking
images from both cameras at 30 and 50 cm distances. These images were then processed
with a Python script that uses the OpenCV library and the Mask R-CNN model for object
detection. The script starts by loading the images and preprocessing them. It then uses the
aforementioned neural network model to detect and classify objects in the images. Once
the objects are detected, the script calculates various parameters, such as the positions
of the objects’ centers of mass, the distances between the objects, and the differences
in their surfaces. The next step is to calculate the cost of moving objects between two
images. In the context of image processing, especially in stereovision, these costs take into
account differences in horizontal positions (X-axis displacement), vertical positions (Y-axis
displacement), and changes in object surfaces. These costs are crucial to correctly matching
objects detected in images from the two cameras, as they make it possible to determine
exactly which elements in one image correspond to elements in the other image. The
process involves analyzing the differences between the images and finding the best match
for each object, which is necessary to calculate the distances to those objects. The script
matches objects between images and then calculates the distances to those objects, taking
into account the known distance between cameras and viewing angles. An important aspect
of this process is the calculation of the focal length and angle tangent, which are necessary
to accurately calculate the final distance to the objects. The focal length is a parameter that
describes the ability of a lens to focus light, which is crucial in determining image scaling.
The angle tangent, on the other hand, refers to the ratio of the distance between cameras to
the distance to the object in the scene. The final distance away is calculated on the basis of
these parameters, allowing you to accurately determine the distance to objects in the scene.
If, after entering the calculated parameters and subjecting the uploaded images to analysis,
the final distance agrees (30 or 50 cm), then the measurement has been made correctly. This
was the basic calibration of the cameras using images from two distances, which provided
the necessary camera parameters, namely the focal length and angle tangent, which will be
used to estimate the distance of objects in other positions as well. In short, the calibration
of the system consisted of taking images from both cameras at two known distances from
the object. On the basis of the known parameters of the cameras, the distances between
them, and image analysis, the necessary system parameters were determined. With these,
the system was able to calculate the distances to objects based on new images at other
distances. The calibration process is shown in the flow chart in Figure 2.

The final element is the calculation of the distance of the object from the cameras. This
was calculated based on Equation (1):

d = fl +
dc · N

2 · p · tanα
(1)

where:

d—distance of the object from the cameras [cm];
fl—focal length of the cameras [cm];
dc—distance between cameras [cm];
N—width of the image [px];
p—difference in the position of corresponding points in the images from two cameras
(parallax in stereoscopy) [px];
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tanα—tangent of the angle of view of the camera.
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This formula is based on the principles of trigonometry and the geometry of stereo-
scopic vision. The tangent of the angle helps to account for the divergence of the optical
axes of the two cameras, and the parallax (p) helps determine the precise difference in
position of the same object in the two images. The focal length (fl) and the image width
(N) are essential for scaling distances and accurately placing an object in three-dimensional
space. To better understand the equation, a diagram was created, as shown in Figure 3.
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The methodology of the study included a test conducted on two objects: a white
teacup and a LEGO human figure, as the previously mentioned identifying models detect
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them without any problem. The cup is 67 mm high and 105.5 mm wide (measured with
the handle), with a diameter of 86.4 mm. The LEGO figure, on the other hand, is 40.3 mm
high, 24.5 mm long, and 7.7 mm wide. Thanks to the discrepancy in the dimensions of the
two test pieces, it will also be possible to assess the effect of the objects’ dimensions on the
precision of the measurements. The experiment was carried out for distances ranging from
20 to 70 cm, increasing the distance by 2.5 cm. Three measurements were made for each
distance, allowing a large amount of data to be collected. Such accuracy and repeatability
of the measurements enable reliable analysis and verification of the results, assessing the
estimation of the distance between cameras and objects. With such a wide range of data,
it is also possible to determine the impact of different distances on the accuracy of the
measurement and the calibration of the system.

The 20–70 cm distance range was chosen for its potential application in medicine,
particularly in the analysis of mandibular mobility, where cameras mounted at a distance of
about 30 cm can accurately monitor the movements of this structure. The selected range is
also optimal for precise measurements in scenarios where objects are in close range, such as
the analysis of limb movements or observation of small parts in rehabilitation. In addition,
this range is ideal for monitoring isolated systems, such as finger or hand movements,
where high accuracy is required close to the measuring device. In this way, the system
can be used for both the detailed observation of small objects and the study of precise
movements in confined spaces, expanding its potential applications in physiotherapy
and rehabilitation.

3. Results

The results are presented below, which were generated to verify the accuracy of object
distance calculations in the stereovision system. The test was performed on two objects: a
white cup and a LEGO human figure. Measurements were made at distances ranging from
20 to 70 cm, taking three measurements every 2.5 cm for each distance. This resulted in a
large amount of data, which were analyzed in detail. The absolute error, or the difference
between the actual distance and the average measurement value, and the relative error,
or the absolute error expressed as a percentage of the actual distance, were calculated.
Example measurement results are shown in Figures 4 and 5. The results obtained are
presented below in Tables 1 and 2 and Figure 6, which will be used to assess the precision
of the system, as well as to identify potential sources of measurement error.
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Figure 4. Measurement of the distance of a cup sample.

When analyzing the measurement results for the cup, it can be seen that the absolute
errors are relatively low in most cases, especially for a certain range of distances. The
largest absolute error is 4.43 cm at a distance of 70 cm, which translates into a relative error
of 6.32%. The smallest absolute error occurs at a distance of 50 cm and is only 0.02 cm,
representing a relative error of 0.05%. For the LEGO man, the absolute errors are larger
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than for the cup, especially at longer distances. The largest absolute error is 4.81 cm at a
distance of 70 cm, which translates into a relative error of 6.88%. In contrast, the smallest
absolute error occurs at a distance of 45 cm and is 0.23 cm, representing a relative error
of 0.52%.

Analyzing the measurement data for the cup, we note that there is a certain range of
distances where measurement errors are much lower than in other cases. This range is
from 25 to 60 cm, where the average absolute error for this range is 0.4 cm and the relative
error is 0.95%. In this range, the individual absolute errors are consistently less than 1 cm,
indicating the high precision of the measurement system in this distance range, which
translates into relative errors of mostly less than 1%, with the highest in this range being
only 1.61% at a distance of 45 cm and the lowest being 0.05% at a distance of 50 cm. We can
see that in the vast majority of measurements in this range, the absolute error is less than
0.5 cm, which is an excellent result. In particular, measurements in the range from 27.5 to
45 cm have extremely low errors.
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Figure 5. Measurement of the sample distance of a LEGO human figure.

Table 1. Results of cup distance measurements using a stereo camera.

Actual
Distance [cm]

Measurement 1
[cm]

Measurement 2
[cm]

Measurement 3
[cm]

Average
Measur. [cm]

Absolute Error
[cm]

Relative Error
[%]

20.0 17.48 17.52 17.17 17.39 2.61 13.05
22.5 19.74 20.4 21.53 20.56 1.94 8.64
25.0 24.54 24.57 24.58 24.56 0.44 1.75
27.5 27.72 27.73 27.43 27.63 0.13 0.46
30.0 29.59 29.59 29.66 29.61 0.39 1.29
32.5 32.27 33.16 32.75 32.73 0.23 0.70
35.0 35.52 34.84 35.59 35.32 0.32 0.90
37.5 38.18 37.87 37.72 37.92 0.42 1.13
40.0 40.42 40.43 40.27 40.37 0.37 0.93
42.5 43.06 42.06 42.87 42.66 0.16 0.38
45.0 45.71 45.84 45.62 45.72 0.72 1.61
47.5 48.48 47.67 47.56 47.90 0.40 0.85
50.0 50.25 50 49.82 50.02 0.02 0.05
52.5 53.18 52.9 53.23 53.10 0.60 1.15
55.0 54.75 54.72 54.83 54.77 0.23 0.42
57.5 56.69 56.23 57.21 56.71 0.79 1.37
60.0 59.27 59.45 59.00 59.24 0.76 1.27
62.5 60.37 60.68 60.23 60.43 2.07 3.32
65.0 63.54 62.85 64.20 63.53 1.47 2.26
67.5 65.54 65.49 65.38 65.47 2.03 3.01
70.0 65.35 65.63 65.74 65.57 4.43 6.32
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Table 2. Results of LEGO human figure distance measurements using a stereocamera.

Actual
Distance [cm]

Measurement 1
[cm]

Measurement 2
[cm]

Measurement 3
[cm]

Average
Measur. [cm]

Absolute Error
[cm]

Relative Error
[%]

20.0 17.81 17.66 17.51 17.66 2.34 11.70
22.5 20.90 20.75 20.80 20.82 1.68 7.48
25.0 23.29 23.3 23.44 23.34 1.66 6.63
27.5 26.29 26.26 26.26 26.27 1.23 4.47
30.0 29.31 28.85 29.99 29.38 0.62 2.06
32.5 32.12 32.16 32.15 32.14 0.36 1.10
35.0 34.60 34.8 34.54 34.65 0.35 1.01
37.5 36.63 37.14 36.83 36.87 0.63 1.69
40.0 38.95 39.12 39.41 39.16 0.84 2.10
42.5 41.77 41.93 41.03 41.58 0.92 2.17
45.0 44.47 44.99 44.84 44.77 0.23 0.52
47.5 47.00 47.02 47.01 47.01 0.49 1.03
50.0 48.17 48.03 47.93 48.04 1.96 3.91
52.5 50.93 50.59 50.64 50.72 1.78 3.39
55.0 52.62 53.15 52.98 52.92 2.08 3.79
57.5 55.46 54.84 55.68 55.33 2.17 3.78
60.0 57.09 56.93 57.33 57.12 2.88 4.81
62.5 58.83 59.26 58.7 58.93 3.57 5.71
65.0 61.75 61.21 61.42 61.46 3.54 5.45
67.5 63.87 63.89 62.99 63.58 3.92 5.80
70.0 64.87 65.02 65.67 65.19 4.81 6.88
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Figure 6. Comparison of the results for both objects.

The same situation is the case with the measurements of the LEGO figure; a certain
range of distances is visible for which the absolute errors are much lower than 1 cm. This
is the range of 30 to 47.5 cm, and the average absolute error of this separated interval
is 0.56 cm, which translates into a relative error of 1.46%. The measurements obtained
indicate high measurement precision, but only one measurement has a relative error of less
than 1%, and this is exactly 0.52% at a distance of 45 cm, where the absolute error is 0.23 cm.
In this separated range, the highest errors are obtained at a distance of 42.5 cm, where the
absolute error is 0.92 cm and the relative error is 2.17%, which is still a good result.

Taking into account the entire measurement range, the average absolute error for the
cup is 0.98 cm, and the relative error is 2.42%. These results indicate that the measurement
system for the cup, which is a larger object, has fairly high precision. The average absolute
error suggests that the measurement readings are usually close to the actual values, with
a deviation of less than 1 cm. The relative error of 2.42% means that most measurements
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differ from the actual values by just over 2%, which can be considered an acceptable level
of precision for many applications.

For the LEGO figure, which is a smaller object, the absolute and relative errors are
higher than for the cup. The average absolute error of 1.81 cm and the relative error of
4.07% are significantly higher, indicating that the system is less accurate for smaller objects.
Such a result may suggest that the system has difficulty accurately detecting and measuring
smaller objects, which may be related to the lower precision of segmentation or recognition
of details in images.

The limitations of the methods used are due to several factors. First, the quality of the
stereo camera calibration is crucial to the precision of the measurements, and inaccuracies
in calibration can lead to errors in depth estimation, which directly affects the accuracy
of distance measurements. A practical solution to this problem could be the use of more
advanced calibration techniques or the use of cameras with built-in calibration support.
Second, the Mask R-CNN algorithm itself, while effective in segmentation and object recog-
nition, does not always accurately reflect the shape and boundaries of objects, especially
those that are small, poorly visible, or when the quality of the cameras is not high enough.
More advanced segmentation algorithms or streamlined versions of Mask R-CNN, tailored
to detect small objects, could be considered to help reduce these inaccuracies. An addi-
tional limitation is the selection of a low-cost camera module, such as the OV2640, which
also limits precision. Switching to a higher-resolution camera module could significantly
improve accuracy, especially for objects with more complex shapes and contours.

Despite these limitations, the study confirms that stereo cameras can be used to
measure distances and meet the work’s objectives of determining the accuracy of the
measurement system and identifying the range of distances where measurements are
most precise. Future research should focus on improving the system calibration process
and testing different segmentation algorithms tailored to objects of different sizes and
shapes, potentially using the latest computer vision models. Testing different higher-
quality cameras could provide valuable data on the impact of resolution on measurement
accuracy. Additionally, exploring sensor fusion techniques that combine data from different
types of sensors could improve the accuracy of object and depth detection under varying
conditions. These directions could significantly expand the capabilities and precision of
stereoscopy-based measurement systems in a variety of applications.

It is also advisable to conduct further research on the effects of various factors, such as
the lighting, shape, and texture of objects, on the accuracy of measurements. The considera-
tion of different stereo camera models and alternative measurement methods could lead to
the further optimization of the system and expand its usefulness in various fields.

4. Potential Application of the System

Distance measurement systems play a key role in medicine, especially in the context
of evolving diagnostic, surgical, and rehabilitation technologies. Distance measurement
systems, such as stereo cameras or 3D sensors, are used to monitor patient movements,
analyze posture, and precisely guide surgical instruments in minimally invasive procedures.
Distance measurement with stereo cameras is also finding significant use in analyzing
mandibular movement, which is particularly important in dental, orthodontic, and oral
surgery diagnostics. Stereo cameras can accurately track and record three-dimensional
images, allowing for the precise monitoring of dynamic jaw movements. This is important
to examine temporomandibular joint dysfunction, plan orthodontic treatment, or evaluate
progress after surgery.

The system’s current capabilities, with its precision in the distance ranges of 25–60 cm
for larger objects and 30–47.5 cm for smaller objects, indicate its usefulness in monitoring
larger areas of a patient’s body or objects such as prostheses or rehabilitation aids. However,
for more precise medical applications, especially in internal diagnostics or microscopic
surgical interventions, further optimization of the algorithm and the calibration system is
needed. The use of more advanced error correction algorithms, better camera calibration,
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or the use of more precise cameras could significantly reduce measurement errors for
smaller objects, increasing the potential application of the system in precision medical
interventions. Implementing more precise cameras, capable of operating from just a
few millimeters, could significantly increase the system’s range of applications. Such
cameras would allow for the more accurate monitoring of fine anatomical structures and
support complex medical procedures, where measurement at the microscopic level counts.
With appropriate adjustments, the system could not only monitor patient movements,
but also support physicians during complex surgical procedures that require extremely
accurate distance measurement and instrument positioning. With appropriate adjustments,
including calibration and the improvement of detection algorithms, the system could
also become a useful diagnostic tool in dentistry and oral surgery, offering a noninvasive
method for analyzing mandibular biomechanics and assisting in the treatment of patients
suffering from masticatory organ problems.

Stereo camera-based distance measurement technology, such as the one described
in this paper, has the potential to revolutionize many aspects of medicine, including
endoscopy. The addition of an additional camera to existing endoscopic systems would
make it possible to obtain precise information about the distance of objects in the field of
view, which would significantly improve control and precision during procedures. Such a
system, enhanced by stereoscopic analysis, could provide surgeons not only with images,
but also with accurate data on the position of surgical instruments relative to the patient’s
tissues. Such a solution would support the entire surgical process, allowing for the more
precise manipulation of instruments in tight and hard-to-reach spaces, which is important
in many endoscopic procedures. The introduction of such technology could also reduce
the risk of damaging sensitive anatomical structures, as surgeons would have access to an
additional layer of information to help assess the depth and spatial arrangement of tissues.
With the ability to precisely determine the distance between the tools and anatomical
structures, the surgeon could make better rational decisions during surgery, which could
ultimately reduce the duration of procedures, reduce the risk of complications, and speed
up patient recovery. Integrating stereoscopic technology with endoscopic systems opens up
new possibilities for precision surgery and diagnostics, supporting the surgeon not only in
visual orientation, but also in accurate positioning of tools, which can significantly improve
the safety and efficiency of medical procedures.

5. Conclusions

This paper presents the methodology and measurement stand created to test the
distance of objects from a stereo camera. By comparing absolute and relative errors, the
accuracy of the system was evaluated and the distance ranges where the measurements
are most precise were identified. This was evaluated on the basis of the results obtained
from measurements in the range of 20 to 70 cm, where three measurements were taken
every 2.5 cm.

The conclusions of the study of the precision of a measurement system based on stereo
camera technology indicate significant differences in measurement accuracy depending
on object size and distance from the camera. Analyzing the results for two different
objects—a cup and a LEGO man figurine—it was noted that the system had different levels
of precision depending on the object size and distance range.

For measurements of the cup, which is a larger object, the system showed very high
precision in the distance range of 25 to 60 cm. In this range, absolute errors were generally
less than 1 cm, which translated into an average absolute error of 0.4 cm and a relative error
of 0.95%. The highest precision, characterized by a minimum absolute error of 0.02 cm
(relative error of 0.05%), was achieved at a distance of 50 cm. It is important to note that
this is one of the distances at which the cameras were calibrated. It should be noted that
an absolute error of less than 0.5 cm occurred in most of the measurements in this range,
demonstrating the exceptional precision of the system under these conditions. The largest
absolute errors were recorded at a distance of 70 cm, where they were 4.43 cm (relative
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error of 6.32%). This showed that the accuracy of the system decreased at longer distances,
which may be due to technological limitations or the specifics of the object itself and its
reflective properties.

The LEGO figurine, which is a smaller object, had overall larger measurement errors
compared to the cup. The largest absolute error was 4.81 cm at a distance of 70 cm,
representing a relative error of 6.88%. The lowest absolute error was recorded at a distance
of 45 cm and was 0.23 cm (relative error of 0.52%). The separated range of distances from 30
to 47.5 cm had an average absolute error of 0.56 cm and a relative error of 1.46%, suggesting
that measurements in this range were more precise compared to measurements at other
distances. The highest error in this range was 0.92 cm at a distance of 42.5 cm, which
translates into a relative error of 2.17%. These results showed that the system tended to
produce better results at closer distances for smaller objects.

By comparing the two cases, it can be concluded that the measurement system is more
precise for larger objects, which is evident in the lower average absolute and relative errors.
The average absolute error for the cup was 0.98 cm and the relative error was 2.42%, which
is an acceptable level of precision for many applications. For the LEGO man figurine, the
average absolute error was 1.81 cm, and the relative error was 4.07%, suggesting a greater
variation in measurement. These results point to the need for further optimization of the
system, especially for measuring smaller objects at longer distances.

In conclusion, the study has provided valuable data on the capabilities and limitations
of the stereo camera-based measurement system. The system’s high precision over certain
distance ranges and for larger objects shows its potential for precision measurement ap-
plications, but higher errors for smaller objects indicate areas that require further research
and improvement. These results can serve as a basis for the further optimization of the
technology and the adaptation of the system to different applications, which is key to its
versatile use in practice.

This article focuses on the use of only one neural network, Mask R-CNN, for object
detection, allowing a thorough analysis of its capabilities and effectiveness. Nevertheless,
the authors are not limited to this method exclusively. New studies using other neural
networks are planned for the future. Their results will be used to write the second part
of this article, where it will be possible to compare the methods used and evaluate their
effectiveness in a broader context.

In future research to improve the measurement system, it is worth considering more
advanced cameras, such as the ArduCam B0386 models dedicated for Raspberry Pi, which
offer a higher resolution and greater range and depth precision, which can significantly
affect the accuracy of measurements. In addition, to improve the quality of segmentation
and object recognition, it would be worth testing more advanced algorithms such as U-Net
or DeepLab, which work well for the precise segmentation of objects with complex shapes
and may be better suited to detecting smaller structures. An important aspect of future
research would also be to test the system under a variety of lighting conditions to assess the
robustness of the measurements to varying light levels and to eliminate errors associated
with low contrast in harsh conditions.
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