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Abstract: This paper presents, firstly, an overview of the nonlinear static procedures (NSPs) given in
different codes and research studies available in the literature, followed by the results achieved by
the authors to evaluate the reliability of the safety level that they guarantee. The latter is estimated by
adopting the fragility curve concept. In particular, 125 models of a masonry building case study are
generated through a Monte Carlo process to obtain numerical fragility curves by applying various
NSPs. More specifically, among the NSPs, the N2 method (based on the use of inelastic response
spectra) with different alternatives and the capacity spectrum method (CSM)—based on the use of
overdamped response spectra—are investigated. As a reference solution to estimate the reliability
of the nonlinear static approach, nonlinear dynamic analyses (NLDAs) are carried out using the
cloud method and a set of 125 accelerograms; the results are post-processed to derive fragility curves
under the assumption of a lognormal distribution. The focus of this investigation is to quantify
the influence that the NSP method’s choices imply, such as the criteria adopted to calculate the
displacement demand of a structure or those for the bilinearization of the pushover curve. The
results show that the N2 methods are all non-conservative. The only method that provides a good
approximation of the capacity of the analyzed URM structures as derived from NLDAs is the CSM.
In particular, bilinearization is proven to have a relevant impact on the results when using the N2
method to calculate displacement capacities, whereas the CSM method is not affected at all by such
an assumption. The results obtained may have a significant impact on engineering practice and in
outlining future directions regarding the methods to be recommended in codes.

Keywords: nonlinear static procedures; seismic assessment; N2 method; capacity spectrum method;
unreinforced masonry buildings; in-plane global response

1. Introduction

The ductility and dissipation features of new and existing buildings constitute key
factors in performance-based seismic engineering in terms of assuring the desired safety
levels and economic feasibility. Moreover, as testified by the evidence of many real seismic
events, unreinforced masonry (URM) structures are characterized by strong nonlinear
behavior that may even be activated by seismic inputs of low–medium intensity [1–3].
Due to this, the ability to appropriately account for nonlinearity and estimate the seismic
demand becomes crucial. Different analysis methods (i.e., linear and nonlinear, static and
dynamic) are proposed in the literature [4–6] and recommended in certain standards [7–11].

In the case of linear approaches, the use of q-factors is one way to account for the
intrinsic ability of a structure to resist energy dissipation [12,13]. For the seismic design of
new URM buildings, q-factor reference values, able to implicitly account for plastic behavior
up to the near-collapse (NC) limit state, are available [14]. Their use, combined with that of
capacity design structural details, aims to ensure the required seismic performance. Despite
this, the application of linear approaches in the case of designing URM structures is quite
problematic, particularly in areas with moderate-to-high seismic activity, as proven in some

Appl. Sci. 2024, 14, 1130. https://doi.org/10.3390/app14031130 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14031130
https://doi.org/10.3390/app14031130
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0001-9459-5989
https://orcid.org/0000-0002-6597-3474
https://doi.org/10.3390/app14031130
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14031130?type=check_update&version=2


Appl. Sci. 2024, 14, 1130 2 of 33

studies [15,16]. The use of linear methods in the case of existing URM buildings is even
more challenging [17], beginning with the difficulty in defining robust q-factor reference
values, considering that, often, such structures are designed according to an empirical
approach rather than an engineered one, thus leading to a large variety of possible structural
solutions that may affect their seismic responses [18]. These factors mean that, in the case
of URM buildings, nonlinear methods (and especially static ones, which this paper focuses
on) constitute the standard methods applied not only at the research level but also in
engineering practice [19].

While nonlinear dynamic analyses (NLDAs) are considered highly accurate and are
useful in explicitly capturing the full dynamic responses of structures, nonlinear static
procedures (NSPs) based on the execution of nonlinear static analyses (NLSAs) are often
more widely used for various practical reasons. In fact, NLDAs involve the use of ground
motion time-history records that need to be appropriately selected [6,20–22], as well as
defining appropriate nonlinear hysteretic models. Although, nowadays, very effective
tools are available to address the selection of seismic inputs [23–27]—and the availability
of nonlinear constitutive laws has increased, proving their effectiveness in simulating the
actual responses of complex buildings [28–30]—currently, NLDAs are mostly adopted at
the research level.

Nonlinear static analysis (NLSA), also known as pushover analysis, simulates the
actual inertial forces activated within dynamic responses by statically applying horizontal
conventional load patterns to a 3D model of a structure. NLSA is a very effective tool
in evaluating structural seismic responses and estimating progressing nonlinear states.
Meanwhile, NSPs address the use of the so-obtained pushover curve (i.e., the overall
base shear versus the top displacement) to compute the expected displacement seismic
demand, given a certain seismic input, expressed in terms of response spectra. To this aim,
NSPs require the following additional steps [31]: (i) the definition in the pushover curve
of given performance levels; (ii) the conversion of the original multi-degree-of-freedom
structure’s capacity, represented by the pushover curve, into an equivalent single-degree-
of-freedom (SDOF) system; and (iii) the adoption of an appropriate procedure to compare
such an SDOF capacity curve with the response spectrum (i.e., the method of calculating
the maximum displacement demand under a seismic input of a given intensity).

Regarding the first issue, different criteria are proposed in the literature, as well as
certain codes, as discussed in detail in [32]. They are based on conventional criteria that
refer to given percentages of the overall base shear attained or that also account for the
damage incurred by single elements or a set of walls. Regarding the second issue, usually,
the criteria originally proposed in [33] are adopted; this step eventually also requires the
conversion of the original curve into an equivalent bilinear curve.

Regarding issue (iii), the literature proposes two alternative methods: (i) the N2
method [33] and (ii) the capacity spectrum method (CSM, as introduced for the first
time in [34]). They have both been widely used in the last 20 years as they have been
introduced into certain standards, together with some coefficients/controls to limit their
scope of application. Starting from the original proposals of these approaches, various
developments have since been described in the literature.

This paper focuses in particular on issues (ii) and (iii), with the aim of comparing
the different alternatives proposed in the literature and certain standards (including some
proposals that are currently under review for the update of Eurocode 8) and outlining
the most reliable ones. An overview of the NSPs outlined in different codes and research
studies is given in Section 2. Of course, other issues are still open in the literature, such as
the application of NSPs when applied to irregular buildings characterized by flexible or
stiff floors [35–40], but these aspects are beyond the scope of this paper.

As described in Section 3, the concept of the fragility curve [41–45] is adopted to
assess the reliability of the alternative NSPs considered. In fact, despite the broad use of
NSPs in engineering practice for existing URM buildings, the validation of the available
approaches is still limited in the literature. There are different methods used to develop
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fragility curves [41,46,47], i.e., empirical; analytical, based on simplified approaches; or
numerical, based on more accurate models. In this paper, the numerical one is selected.
More specifically, both NLDA and NLSA are executed on a 3D model set according to the
equivalent frame modeling approach and a representative of an existing URM building,
which is described in Section 4. The fragility curve obtained by NLDA is adopted as a
reference solution to estimate the reliability of the various NSPs adopted. Finally, the main
outcomes achieved are illustrated in Section 5, which also outlines the possible advantages
and disadvantages of alternative NPSs. As summarized in the Conclusions (Section 6),
the repercussions of the achieved outcomes may be significant also in guiding possible
recommendations to be included in the future generations of the European Standards, as
the topic is quite relevant and the extensive revision of such documents is ongoing.

2. Basics of Nonlinear Static Procedures Adopted in Standards

The performance-based evaluation of buildings’ seismic performance relies on com-
paring the seismic forces acting on the structure and its ability to withstand these forces in
terms of displacement. This approach involves making specific assumptions to minimize
the computational and analytical efforts. When conducting a seismic performance-based
assessment, it is crucial to establish the expected structural response at various damage
levels under specific seismic hazard conditions. The structural response can be quantified
using displacement levels associated with the attainment of corresponding limit states
(LSs) or performance levels (PLs) (for example, fully operational, operational, life safety,
and near collapse). These limit states—even if they are strictly correlated to the structural
damage—encompass non-structural aspects such as reusability, immediate occupancy, op-
erational functionality, and also economic considerations. However, different performance
levels may also differ in terms of probability. Accordingly, the obtained results could be
checked and evaluated for different performance states (for example, the life safety limit
state) [48]. In this paper, attention is focused on the near collapse (NC) limit state.

As briefly recalled in the Introduction, NSPs presuppose the following:

• The execution of an NLSA to obtain the pushover curve (representative of the original
multi-degree-of-freedom—MDOF—system) aimed at describing the evolution of the
structural response in a nonlinear range;

• The adoption of criteria to define the attainment of given limit states on the pushover curve;
• The conversion of the MDOF into an equivalent single-degree-of-freedom (SDOF)

representation of the system;
• The adoption of a procedure to assess the displacement demand expected given a

seismic input, which is expressed in NSPs in terms of response spectra.

In the following, for the specific alternatives proposed in the Standards to address
these issues, reference is mainly made to the European Code [49] and the Italian Structural
Code [8].

The execution of the NLSA in turn implies various choices, such as that of the control
node, of which the displacement is incrementally increased, and that of the load pattern
(LP), adopted as an approximate representation of the inertial forces that the building
may experience during an actual earthquake. The control node is typically defined as a
roof level’s point; in this paper, the control node is assumed in proximity to the center of
mass of the top floor. This choice is reasonable considering that the selected case study is
characterized by rigid diaphragms.

Regarding the choice of the LP, the European Code [49] prescribes the application of
a minimum of two distinct LPs, which are kept invariant during the pushover analysis:
(a) a “uniform” pattern, in which the lateral forces vary in direct proportion to the masses
involved (associated with a uniform deformed displacement profile); (b) a “modal” pattern,
where the lateral forces are in line with a deformed shape assumed to be equal to the
one consistent with the first mode (producing an inverse triangular displacement profile).
The Structural Italian Code [8] defines two groups of LPs: the first one contains the LP
(b) and other possible alternatives that conceptually recall the dynamic behavior of the
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structure in the pseudo-elastic phase; the second one contains the LP (a) together with
other possibilities, such as the adaptive LP (see [50,51]). In the first group, it is also possible
to approximate the first mode shape with an LP proportional to the one adopted in the
case of the linear analysis, i.e., based on the assumption of a linear mode shape (producing
an inverse triangular profile). For the purpose of the safety assessment, the worst result
(i.e., the one associated with the higher displacement demand) between two LPs is assumed
as a reference.

As aforementioned, appropriate criteria must be introduced to define the attainment
of PLs on the pushover curve. Current approaches adopted in the Standards are based on
(a) global criteria (or by assessing the strength degradation of the pushover curve) [49];
(b) local criteria associated with the attainment of a given damage level in single elements
or groups of them (e.g., a wall composed of a set of structural elements, usually defined
as a macroelement). In some cases [8], a combination of such criteria (c) is adopted. Such
an approach is adopted also in other Codes, such as the Turkish Building Earthquake
Code (TBEC), which uses both member-based strain definitions and building performance
definitions separately [48].

In this research, approach (c) is adopted as a reference for the assessment of the NC
LS by adopting the criteria proposed in [32], which are conceptually consistent with the
Italian Structural Code [8]. Thus, a combination of two criteria is used: a criterion at the
macroelement scale (i.e., the wall scale), to monitor the progression of damage in structural
components (specifically, piers and spandrels in URM buildings), and a global criterion
based on checking on the pushover curve when the decay rate of the maximum base shear
(Vmax) of the pushover curve is reached.

Concerning the macroelement criterion, the goal is to monitor the possible concentra-
tion of damage in specific portions of the URM building that could be incompatible with
the safety requirements (e.g., to identify the activation of a soft story mechanism in local
portions); this is particularly relevant in the case of structures with irregular configurations
or in the presence of flexible diaphragms. The first proposal to detect such conditions was
introduced in [31], using the inter-story drift (θw,l) within a particular story or level (l) of
a wall (w) as an engineer demand parameter to be checked against the exceedance of the
predetermined threshold. In [31], the computation of the inter-story drift is performed
according to Equation (1):

θw,l =
Dw,l − Dw,l−1

hi
±

φw,l − φw,l−1

2
(1)

where hi represents the height of a story at level l, while Dw,l and φw,l denote the average
horizontal displacement and the nodes’ rotation, situated at either level l or level l-1 within
wall w. The use of ± depends on the direction of rotation, with the positive sign indicating
clockwise rotation [32]. The contribution of rotations becomes relevant, in particular, in the
absence of an RC ring beam or in the case of flexible diaphragms, i.e., when the shear-type
idealization is far from satisfied. The adoption of the inter-story drift as a proxy for the
attainment of damage conditions was also extensively used in the RINTC project [52,53],
which was aimed at the evaluation of the risk level implicit in Italian code-conforming
buildings, and it is common also in the case of reinforced concrete (RC) buildings [54].

Despite the effectiveness of the inter-story drift, in the case of URM buildings, the
definition of robust thresholds may be quite conventional since the drift limits adopted to
check the damage level in piers vary with the prevailing damage mode (whether flexural
or shear-dominant), and the activation of the latter depends on several factors (e.g., the
slenderness of the panel and the acting axial load, in addition to material strength parame-
ters). To overcome such a limitation, in this research, the criterion proposed in [32] is used,
namely, the variable “DLmin”. According to this approach, the achievement of a damage
level (DL) (then associated with a corresponding PL) occurs when all the piers on a wall’s
story reach or exceed the monitored DL (see Figure 1).
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Figure 1. Illustration of the DLmin criterion used to assess damage levels at macroelement level:
(a) multilinear constitutive law adopted for URM elements and identification of DL at element scale;
(b) the top level overall reached DL2, since all piers reached at least DL2 (four piers indeed reached
DL3, but there was still a pier in DL2); (c) the top level overall reached DL3 since all piers reached at
least DL3 (only one pier reached DL4, while all the others were in DL3). See (a) for the color legend.

Instead, for the global check, the pushover analysis point at which the building’s base
shear (Vb) experiences a 20% reduction is assumed, as also proposed in [8,49]. Table 1
summarizes the thresholds adopted for the monitoring of the NC PL in this research.

Table 1. Thresholds adopted for achievement of the NC limit state (with, at the macroelement scale, a
check regarding the inter-story drift).

Control NC Limit State

Global d∗
u,1 = d

(
Vb

Vmax
= 0.8

)
Macroelement d∗

u,2 = d(DLmin ≥ DL4)

Finally, the NC PL is reached in correspondence to the minimum displacement capacity
of the structure, d∗

u,NC, between the two associated with the satisfaction of the two checks
in Table 1.

d∗
u,NC = min

{
d∗

u,1; d∗
u,2

}
(2)

Such an approach may be consistently applied in the case of both NLSA and NLDA.
Proceeding to the step that involves the transformation of the MDOF pushover curve

into the equivalent SDOF system, the criteria proposed in [55] are assumed, as they are
unanimously supported in the literature. Such conversion is performed by dividing the
pushover components by the participation factor Γ through the following expressions:

V∗
b =

Vb
Γ

; d∗ =
d
Γ

(3)

with “∗” to indicate that the quantity pertains to an equivalent SDOF system and Γ denoting
the participation factor obtained with respect to the provided deformed shape [32].

Once the pushover is converted, it is possible to proceed to the comparison with the
seismic demand to compute the maximum displacement demand (denoted as d*max). For
this issue, different possible alternatives are investigated, as depicted in Figure 2.
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(A2) and [32] (A3); (B) procedure for the dmax estimate according to [34] (B1), [33] (B2), [57] (B3)
and [32] (B4); (C) computation of the maximum intensity measure compatible with the fulfillment of
NC (IMMC).

The best-known procedures, also investigated in this paper, are (1) the N2 method [55]
and (2) the capacity spectrum method (CSM) [34]. Both approaches require the introduction
of a reduction criterion to account for the effect of the response’s nonlinearity in the response
spectra evaluation. While the N2 method refers to the concept of inelastic spectra associated
with ductility, the CSM method refers to the use of overdamped spectra. The N2 method
is the one traditionally adopted in European countries, while the CSM is favored in the
USA [9,10] and New Zealand [11] (even if it has been recently recommended in [8] as
“Method b”).

A review of the use of these two methods when applied to URM structures has already
been presented in [32]. The N2 method strictly requires the pushover curve’s transformation
into an equivalent bilinear representation. Various criteria have been suggested for this
purpose, as outlined in Table 2, which aims to summarize the three criteria investigated
in this paper. According to the Italian Structural Code [8], an elastoplastic relationship is
usually employed for URM structures. In this approach, the initial branch of the bilinear
curve starts from the origin and extends through the pushover curve point corresponding
to 70% of the maximum base shear (V∗

max), while the yield base shear V∗
y is defined by

imposing the equivalence of the areas under the bilinear and the original pushover curve up
to the ultimate displacement capacity (d∗

u,NC), set in correspondence to the base shear decay
equal to 20%. According to NTC2018, the bilinear curve is invariant with the examined LS.
Instead, the other two criteria in Table 2 lead to an adaptive approach, i.e., one that varies
according to the position of the SL on the curve (i.e., before or after the peak base shear
V∗

max). More specifically, in the proposal introduced in the version of Eurocode 8-3 [56]
published on September 2019 (in the following, it is briefly recalled as “Updating EC8-3
rel.2019” and is currently under review also with additional modifications), an elastoplastic
relationship is adopted but with the following differences from NTC2018: the initial stiffness
is determined by equating the areas beneath the curve up to the peak of the pushover
curve (V∗

max); the strength V∗
y is assumed equal to V∗

max until the peak, while, after, it is
computed by imposing the equivalence of the areas up to the d∗

u,NC displacement. Finally,
according to Marino’s proposal, introduced in [32], the following adaptive criteria are
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adopted: until the shear peak, the stiffness is computed by imposing the area’s equivalence
up to the displacement associated with the LS under examination, which also establishes
the corresponding value of the yield base shear V∗

y to be assumed; after the shear peak, V∗
y is

kept constant and equal to V∗
max and the stiffness is computed according to the equivalence

area’s rule. The initial stiffness of such an equivalent bilinear then addresses the building’s
equivalent period T∗, which plays a pivotal role in determining d∗

max through the N2
method (as described in references [8,49] and evident from Table 3).

Table 2. Methods to bilinearize the capacity curve and associated references.

Reference Methods to Bilinearize the Capacity Curve for the NC Limit State

NTC2018
[8]

The stiffness k is calculated in correspondence to the 70% V∗
max; then, the stiffness k is kept constant,

and the yield strength V∗
y is calculated by the equivalence of the areas up to the displacement of

collapse d∗
u,NC.

Updating EC8-3 rel.2019
[56]

Up to the base shear peak, the yield strength V∗
y is kept constant, equal to the peak V∗

max, and the
stiffness k is calculated by imposing the equivalence of the areas up to V∗

max; after the base shear peak,
the stiffness k is kept constant and equal to the value computed until the peak, while the yield

strength Vy is calculated by the equivalence of the areas up to the displacement of collapse d∗
u,NC.

Marino
et al. (2019)

[32]

For LSs associated with displacements up to the base shear peak, the stiffness k is calculated by the
equivalence of the areas up to the displacement associated with the SL by assuming V∗

y equal to the
current value of the base shear at this point; for SLs associated with displacements after the base

shear peak, the yield strength Vy is kept equal to V∗
max while the stiffness is computed by imposing

the equivalence of the areas up the displacement of collapse d∗
u,NC.

The N2 method, initially introduced by Fajfar and Fischinger in their work [33], is
explicitly recommended in the Italian Structural Code (as Method A [8]) and Eurocode
8-1 [49], besides the Updating EC8-3 rel.2019 document. Equation (4), presented in Table 3,
recalls how the assessment of the inelastic displacement demand is computed according to
this approach. In Table 3, d∗

e,max is equal to the elastic displacement spectral value Sd,e(T∗)

at period T∗ (which is d∗
e,max = Sd,e(T∗)); R = m∗ ·Sa,e(T∗)

Vy
is the reduction factor; Sa,e(T∗) is

the elastic acceleration spectral value at period T∗; m∗ is the mass of the equivalent SDOF;
and Tu is the secant period at the ultimate displacement capacity of the pushover curve.

Indeed, the original proposal of [33] has been demonstrated to not always be suit-
able for stiff structures such as URM buildings [32,57]. Thus, alternative proposals have
been developed for these structures in the literature. The alternative N2 method of
Guerrini et al. [57] introduces a novel equation to calculate d∗

max (refer to Equation (5)
in Table 3) that aims to include the influence of the hysteretic dissipation when estimating
the earthquake-induced nonlinear displacement demand. Various hysteretic responses are
assumed for SDOF oscillators, as investigated in depth by executing NLDA; in particular,
three distinct behavior types are classified based on the prevailing failure modes activated
in piers, i.e., those primarily influenced by flexural behavior; those predominantly affected
by shear behavior; and a group exhibiting a hybrid mode [57]. The parameters ahyst, b, c,
and Thyst in Table 3 are calibrated by these authors on the basis of the dynamic response of
this first set of SDOFs. This calibration involves conducting an orthogonal regression analy-
sis between the results of the µR − R − T relationship and those obtained from NLTHA [57].
Specifically, the exponents b and c are fine-tuned using data from the entire set of oscillators,
while parameters ahyst and Thyst are subjected to separate calibration processes for the three
previously reported ranges of hysteretic dissipation. In Section 4.2 of this paper, the choice
among the latter is carried out on the basis of the examination of the damage simulated at
the NC limit state by nonlinear analyses performed on the examined case study.

Another alternative was proposed by Marino et al. [32], which maintains a format
similar to the equation adopted in [8,49] (see Equation (6) in Table 3); in this expression,
the coefficient a defines the ductility and the demand computed using the traditional N2
method is underestimated, while b accounts for the dissipative capacity of the system.
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To achieve equivalence in the inelastic displacement demand, the proposal of Marino
and the N2 method are calibrated to match the ductility demand of 3 (or, equivalently,
by setting a = 3) [32]. With regard to the b coefficient, in this paper, it is assumed equal
to 1.2 (or correspondingly setting b = 1.2), in order to maintain the relationship with
the reduction factor equal to 3 (i.e., a = 3 = R). It is worth noting that the coefficient
b has the potential to set the limit from which the equal displacement rule starts to be
valid. It is worth observing that expressions (4) and (5), presented in Table 3, reveal the
strong influence of the initial period of the SDOF (T*) and its relationship with TC (i.e., the
corner period of the response spectrum). In fact, the equal displacement rule is applied for
T* > TC, while, for T* < TC, the equivalence between the elastic and nonlinear SDOF is
imposed by an appropriate reduction rule.

Table 3. N2 methods for calculation of the displacement demand d*max and related references.

Reference N2 Methods and CSM for d*max Calculation Equation

N2, Fajfar
et al. (2000)

[33]
d∗max =

{
d∗e,max R < 1 and T∗ ≥ Tc
d∗e,max

R ·
[
1 + (R − 1)·

(
T∗
Tc

)]
≥ d∗e,max R ≥ 1 and T∗ < Tc

(4)

N2, Guerrini
et al. (2017)

[57]

d∗max =


d∗e,max R < 1 and T∗ ≥ Tc

d∗e,max
R ·

 (R−1)c(
T∗

Thyst
+ahyst

)
·
(

T∗
Tc

)b + R

 R ≥ 1 and T∗ < Tc

For Configuration C: ahyst = 0.2; b = 2.3; c = 2.1; Thyst = 0.03
For Configurations A and B: ahyst = 0.7; b = 2.3; c = 2.1; Thyst = 0.055

(5)

N2, Marino
et al. (2019)

[32]

d∗max =

{
d∗e,max R < 1 and T∗ ≥ Tc
d∗e,max

R ·Rc = d∗
e,max·R(c−1) R ≥ 1 and T∗ < Tc

c = 1
ln a ln

(
1 + (a − 1)·b· Tc

T∗

)
≥ 1

(6)

CSM
[34] d∗

max = Sd(Tu) (7)

The CSM, initially formulated and pioneered by Freeman [34] and integrated into
Standards such as [10], is employed in the analysis of the case study, using the methodology
illustrated in [31]. The CSM obviates the strict requirement of converting the capacity curve
into an equivalent bilinear, and it makes use of reduced spectra (see Equations (10) and (11))
based on the concept of equivalent damping ξ (Equation (8)). The following expressions
clarify these issues and the specific criteria adopted in this paper to compute these entities:

ξ = k·
63.7·

(
V∗

y ·d∗
max − V∗

max·d∗
y

)
V∗

max·d∗
max

+ 5 (8)

η =

√
10

5 + ξ
≥ 0.55 (9)

Sa(T∗) = η·Sa,e(T
∗) (10)

Sd(T∗) =

(
T∗

2π

)2
·Sa(T∗) (11)

where ξ is the damping coefficient, η is the factor that alters the elastic spectrum for
conventional viscous damping coefficients ξ different from 5%, and Sa(T∗) and Sd(T∗) are
the acceleration spectral value and displacement spectral value at period T∗. The coefficient
k considers the dissipative capacity of the structure and, in particular, the characteristics of
the hysteresis cycle. As recommended in the NTC18 [8] and consistently with [9,10], the
following values can be assumed, depending on the structural typology:

• Structures with high dissipative capacity: k = 1;
• Structures with moderate dissipative capacity: k = 0.66;
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• Structures with low dissipative capacity: k = 0.33.

In this paper, these values of k are tested while varying the configurations analyzed
for the examined case study, in order to assess the sensitivity of the achievable results.

The expressions summarized in Table 3 refer to the computation of the maximum
displacement demand d*max expected under a given earthquake. However, these expres-
sions may be effectively inverted in order to assess the maximum intensity measure (IM) of
the earthquake that produces the attainment of a displacement demand associated with a
given LS. In this paper, these expressions are used in such a way by imposing, for example,
that d*max is equal to the ultimate displacement associated with the NC LS attainment
(i.e., d∗

max = d∗
u,NC) to estimate the maximum value of the PGA compatible with

NL (PGANC).

3. Criteria Adopted to Assess the Reliability of the Examined Approaches

As already mentioned in the Section 1, the fragility curve concept is adopted to
compare the reliability of different alternative solutions implemented in NSPs. As is known,
the fragility curve expresses the probability of attaining a certain damage level or limit state
given a certain intensity of the seismic input. To this aim, the fragility curves obtained by
executing NLSA and NLDA are compared by adopting the latter as a reference target. The
following sections clarify the assumptions adopted to derive them, as briefly illustrated in
Figure 3 for the URM case study discussed in Section 4.
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3.1. Assessment of the Reference/Target Fragility Curve by Nonlinear Dynamic Analyses

Different approaches are available in the literature to derive fragility curves from
NLDAs, including Incremental Dynamic Analysis (IDA, [58,59]), Multiple-Stripe Analysis
(MSA, [60]), and the Cloud Method ([61,62]). In this paper, the NLDAs are executed accord-
ing to Cloud Analysis [62], which offers the advantage of a high level of computational
efficiency. The first relevant issue when deriving fragility curves from NLDAs consists
in the appropriate selection of recordings [6,20–22] and the choice of optimal intensity
measures for probabilistic seismic demand analyses [63–67].
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Usually, accelerograms are selected from databases of ground motion recordings
during past earthquakes by ensuring compatibility with the seismic hazard of the target
site [6,20–22,68]. The sensitivity of the structural responses to the input motions makes
the careful choice and scaling of actual ground motions a critical aspect in earthquake
engineering [20,22]; this is because increasing scale factors during the scaling process may
result in the overestimation of the deformation demands [21]. In this paper, the accelero-
grams selected for the aims of the MARS (Seismic Risk Maps) project [69] are used [26].
This project was funded by the Italian Civil Protection Department (DPC) and then jointly
developed with researchers from the University Laboratories Network for Earthquake Engi-
neering (ReLUIS), with the aim of developing fragility curves through different approaches
(including that based on NLDAs) to be used to address seismic risk analyses at a national
scale. To this aim, within the MARS project, a set of 125 accelerograms is firstly selected using
the Select&Match software package (release March 2022)) [26,27]. More specifically, a set of
85 recorded (unscaled) and a set of 40 spectrally matched accelerograms compatible with
the target spectrum of L’Aquila are extracted, for a total of 125 accelerograms. The target
spectrum is specified as the uniform hazard spectrum at L’Aquila for return periods of 50,
100, 200, 475, 975, 2475, 5000, and 10,000 years, considering soil category A [26,70–72]. The
purpose of this choice is not to make a specific reference to the L’Aquila site but to scan
the intensity levels of ground motion gradually increasing from very low to very high, in
order to select a large set of input motions with intensity levels encompassing a sufficiently
wide range, in order to be used in NLDAs to construct site-independent fragility curves,
constrained both at very low and very high levels of seismic hazard. The 125 records are
associated in pairs with the models generated for the examined case study, once applying
the EW component to the X direction and the NS to the Y direction and once by revers-
ing them, for a total of 250 NLDAs. Each pair is randomly associated with one of the
125 models generated by Monte Carlo sampling, as illustrated in Sections 3.2 and 4, to
account for the uncertainty in the materials’ properties.

Performing a cloud analysis with unscaled natural accelerograms preserves all seis-
mic event information, including “record-to-record variability”. It has been proven that,
when using unscaled accelerograms in conjunction with NLDAs, there exists a correlation
between the chosen engineering demand parameter (EDP) and the intensity measure (IM)
values of the applied seismic signals. The maximum displacement demand is chosen as
the reference EDP representative of the structural response of the building, with the peak
ground acceleration (PGA) being selected as the IM parameter. The choice of the PGA
among other possible alternatives [52,73] is justified by the fact that the examined case
study is quite rigid [74].

To establish whether the EDP value leads to the attainment of the NC LS, consistent
criteria and thresholds with the NLSAs are used, i.e., those already introduced in Table 1.
Moreover, to avoid including, in the statistical processing, results associated with a damage
level even higher than the near collapse, a condition representative of the collapse is also
introduced (namely Vb

Vmax
= 0.5 for the check at a global scale and DLmin ≥ DL5 for the

check at a macroelement scale).
Finally, the results obtained by the Cloud Analysis are post-processed by assuming

a lognormal distribution (as is typical in risk analyses [42]) in order to define the median
value of IM associated with the attainment of NC and its dispersion. The latter includes
the record-to-record variability (intrinsically described by the record selection) and that
associated with the structural variability (as described by the Monte Carlo sampling).

Directly comparing the response from a single record with the NSP-derived solution
would not be meaningful. The procedures of calculating the displacement demand are
based on regularly smoothed response spectra. The shape of the response spectrum
adopted is checked against the median spectrum derived from the recordings adopted in
the NLDAs. Figures 4 and 5 compare the acceleration response spectra associated with the
actual records used in executing the NLDAs (in grey) and the conventional ones according
to the Standards format (in red), i.e., the one used in the case of NSPs. H1 refers to the
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signals applied in the X-EW direction, while H2 refers to those in the Y-NS direction. It
is worth specifying that only the records that lead the NLDAs to satisfy the achievement
of the NC limit state are examined; the acceleration response spectra marked in blue in
Figures 4 and 5 refer to the average of such a subset of recordings. Data are reported for
the three configurations examined of the investigated case study. The spectra according
to the Standards format are defined according to the common format, in which the region
at constant acceleration is estimated as S·F0·PGA·η, where S is the maximum response
spectral acceleration (5% damping) corresponding to the constant acceleration range of the
horizontal elastic response spectrum; F0 is the short period site amplification factor; and η
is the damping correction factor for the elastic response spectrum. In particular, S and η are
assumed to be equal to 1, while F0 is alternatively equal to 2.5 (Figure 4) and 2 (Figure 5).
The decision to consider both these options is made to investigate the sensitivity of the
results of fragility curves derived from NSPs to this factor and, in particular, to obtain a
shape as close as possible to the seismic input adopted in NLDAs (i.e., with a shape able to
reproduce, on average, that of the set of accelerograms leading to the attainment of the NC).
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3.2. Assessment of Fragility Curves by Nonlinear Static Analyses

To derive the fragility curves from the NSPs, the criteria introduced in Section 3 are
applied to each of the pushover curves obtained by the execution of the NLSAs on a set
of 125 models generated for each of the three configurations examined for the URM case
study illustrated in Section 4.

The 125 models are generated by Monte Carlo sampling [75,76] with the aim of estimating
the influence of the uncertainty associated with the material’s mechanical parameters.
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As introduced in Section 2, the expressions summarized in Table 3 are inverted by
imposing that d*max is equal to the ultimate displacement associated with the attainment of
NC LS (i.e., d∗

max = d∗
u,NC), in order to estimate the maximum value of the PGA compatible

with NL (PGANC).
These PGA values are then sorted in ascending order and a probability value is

associated with each of them. In this way, the fragility curve from NSP is defined.
To avoid comparing a fragility curve (from NLDA) with a single deterministic estimate

of the seismic capacity (from NLSA), 125 models are created through a Monte Carlo
process [75,76]. This aims to derive a fragility curve for NLSA, accounting for dispersion
related solely to uncertainties in masonry mechanical properties.

Smaller dispersion is expected for the fragility curves from NLSAs than NLDAs since,
in an NLSA, there is no record-to-record variability, and the same spectrum is used on all
250 static analyses (where, instead, the models are different with regard to the mechanical
parameters of the panels).

4. Masonry Building Prototype: Modeling and Preliminary Nonlinear Analyses
4.1. Description and Modeling

The case study is inspired by the Visso School [28,77,78], a URM building permanently
monitored by the Seismic Observatory of Structures of the Department of Civil Protection
(DPC) and now demolished (due to severe damage that occurred after the 2016/2017
Central Italy earthquake). The seismic response of this structure was investigated in
detail in the previous research of some of the authors, and the numerical model used here
was extensively validated in [28] by executing NLDAs designed to simulate the actual
response of the school building hit by the Central Italy seismic sequence. The building is
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characterized by two stories, irregular in plan and regular in elevation, with a prevailing
masonry typology composed of cut stone, with the localized presence of pillars constructed
from full brick units with lime mortar. It presents diaphragms that are stiff in their planes.
The in-plane configuration is depicted in Figure 6c.

TreMuri software rel.2022 [79] is used to implement the model and perform the numer-
ical nonlinear analyses. This software works according to equivalent frame (EF) modeling.
Thus, walls are discretized into a set of masonry panels, i.e., piers and spandrels, where the
nonlinear response is concentrated. These panels are connected by rigid nodes. Notably,
this modeling strategy focuses on the in-plane (IP) response of URM walls, assuming that
out-of-plane mechanisms are prevented. The research herein discussed in fact focuses only
on the global IP response, which the NSPs illustrated in Section 2 refer to.

The nonlinear response of the piers is simulated by adopting the multilinear constitu-
tive laws developed by [80], suitable also for describing the most recent Standard proposals
and depicted in Figure 7. In this figure, two types of Code-based nonlinear constituents are
illustrated: one consistent with the current Italian Structural Code [8], which is elasto-plastic
for piers and considers a residual strength capacity for a spandrel after an initial strength
decay, and one consistent with “Updating EC8-3 rel.2019” [56], which is multilinear for
both piers and spandrels. In the case of spandrels, the residual strength capacity is due to
the contribution associated with the architrave or another tension-resistant element that is
coupled (e.g., an RC beam).
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Figure 6. A 3D view of the geometric model (a), equivalent frame model adopted (b), and 2D
in-plane configuration with the identification of the present masonry typologies (full brick; cut
stone—unconsolidated; cut stone—S-consolidated) (c). The arrows indicate the main orientation of
diaphragms.
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Starting from the actual geometrical architecture of the Visso School and maintaining
the masonry types and diaphragm types that characterize it, three different structural
configurations are considered (types A, B, and C), aiming to investigate the sensitivity of
the nonlinear response to various structural details (i.e., the presence or not of RC ring
beams) as well as the wall-to-wall connection’s efficiency. More specifically,

• Case A assumes the absence of reinforced concrete beams coupled to the spandrels
and good interlocking between the external and internal walls;

• Case B assumes the absence of reinforced concrete beams coupled to the spandrels
and poor interlocking between the external and internal walls;

• Case C assumes that RC ring beams are coupled to the spandrels and there is good
interlocking between the external and internal walls.

The structural configurations A and C are conceived to verify the sensitivity of the
results when varying different global mechanisms activated in the structure (whether the
prevailing shear failure mode in piers—expected to occur in case C—or the flexural failure
mode in piers and spandrels—expected to occur in case A). Configuration B is instead
conceived as a typical example of the epistemic uncertainty that analysts might encounter
when investigating real URM buildings and associated with the quality of the interlocking
between vertical walls (as further discussed in [81]).

As already introduced in Section 3, 125 models are generated through a Monte Carlo
process, so as to obtain a fragility curve that only includes the dispersion related to the
uncertainties in the mechanical properties of the masonry.

More specifically, uncertain parameters of the following wall typologies present in the
structure (Figure 6c clarifies where the three masonry typologies are located) are considered:

• Unconsolidated cut stone masonry, which characterizes the majority of the wall panels;
• Consolidated (through injections) cut stone masonry, which involves some internal

side panels oriented perpendicularly to the main façade;
• Full brick masonry with lime mortar, which some internal pillars and an internal wall

are composed of.

The mechanical parameter values of these masonry types are generated stochastically,
having assumed a range of variation consistent with the reference values proposed in Table
C8.5.I of the Circular of NTC 2028 [82], and summarized in Table 4.
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Table 4. Building’s masonry typologies and related values of mechanical parameters [49].

Masonry typology

fm
[N/mm2]

τ0
[N/mm2]

E
[N/mm2]

G
[N/mm2]

ρ
[kN/m3]

min min min min
med med med med
max max max max

Cut stone masonry
2.6 0.0056 1500 500

213.2 0.0398 1740 580
3.8 0.0740 1980 660

Full brick masonry with lime mortar
2.6 0.05 1200 400

183.45 0.09 1500 500
4.3 0.13 1800 600

For the purposes of Monte Carlo sampling for the generation of the mechanical
parameters, it is decided to adopt criteria similar to those already established within the
RINTC 2018 project [83], the use of which has been consolidated in other applications [52].

Indeed, the actual sampling interval adopted for Monte Carlo sampling (Table 5)
is obtained by taking as a reference interval the one in Table 4 [82], further amplified
by accounting for possible masonry characteristics (e.g., good mortar quality or good
interlocking between transversal walls) compatible with the examined masonry types.

The stochastic parameters for the wall panels in the models are determined using the
median value and the dispersion within each parameter interval, as illustrated in Table 6.

In particular, the following parameters are considered to be uncertain: the elastic
Young’s modulus E; the elastic shear modulus G; the compressive masonry strength fm;
the masonry shear strength τ0; the specific weight ρ; the drift thresholds associated with a
relevant strength decay in the constitutive law assumed for piers (namely, the shear drift
θT and the flexural drift θPF). As commonly recommended in the Standards in the absence
of more detailed information [49], the masonry’s cracked stiffness is considered to be half
of its elastic stiffness.

Thus, every generated model is analyzed, carrying out NLSA in the X and Y directions,
positive and negative verses, with “uniform” and “modal” load patterns considered,
for a total of 1000 NLSAs performed. However, because the Standards require one to
consider only the worst verification outcomes among those obtained from the above cases
(positive or negative verse, uniform or modal LP), the uniform one, being the most punitive
distribution, is considered for the discussion of the results presented in the subsequent
sections. Figure 8 reports the results of NSPs in terms of fragility curves, where it is possible
to notice how that derived from the uniform load pattern is always the one associated with
the lowest value of the median IM.

Table 5. Sampling interval adopted for Monte Carlo sampling.

Mortar Cross
Connection Injections

Cut stone increase 1.3 1.3 1.5
Full brick increase 1.47 1.3 -

fm [ N/mm2] τ0 [ N/mm2] E [ N/mm2]
min median max

incremented min median max
incremented min median max

incremented

Cut stone
unconsolidated 2.6 4.09 6.42 0.056 0.084 0.125 1500 1965 2574

Cut stone
consolidated 3.9 7.51 14.45 0.084 0.154 0.281 2250 3610 5792

Full brick 2.6 4.62 8.21 0.050 0.111 0.248 1200 1781 2644
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Table 6. Values adopted for the Monte Carlo sampling generation.

Parameter Median Value β

Cut stone
unconsolidated

E 1965 0.27
fm 4.09 0.45
τ0 0.084 0.40

θShear 0.005 0.57
θPF 0.010 0.51

Cut stone
consolidated

E 3610 0.47
fm 7.51 0.65
τ0 0.154 0.60

θShear 0.007 0.57
θPF 0.012 0.51

Full brick

E 1781 0.40
fm 4.62 0.58
τ0 0.111 0.80

θShear 0.005 0.40
θPF 0.010 0.40
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4.2. Seismic Response of Set Configurations Simulated by Nonlinear Static Analyses

Figure 9 depicts the pushover curves obtained for the three examined configurations
by referring to the uniform load pattern. It clearly emerges that the pushover curves exhibit
not only a different maximum base shear but also significantly different ductility.

Focusing on the Visso A building, which has no reinforced concrete beams, the
pushover curve in the Y-direction is almost a bilinear itself (the horizontal section of
the pushover is horizontal), while, in the X-direction, there is the progressive degradation
of the pushover.

The same applies to the Visso B case, with the only difference compared to case A
being that, having reduced the interlocking in the Y-direction walls, the pushover curve in
the Y-direction of case B is weaker than in the Y-direction of case A.

In the X-direction, the building features a facade with spandrels, leading to the more
gradual degradation of the pushover curve (see Figure 9), while, in the Y-direction (with
more blind piers), the pushover curve shows less progressive degradation. In Visso B, the
Y-direction is consistently more brittle due to the weak interlocking between the walls.

Moreover, in the X-direction, there is greater ductility available.
The difference in ductility in the positive and negative directions is linked to the

change in the response of the structure in terms of damage.
For example, examining the damage reported in Table 7, Visso C has mixed behavior

in the X- and Y-directions (mainly the shear mechanism but also the flexural one is present
in some panels), and this is also observable from the pushover curves of this model.

Instead, Visso A has flexural behavior in the X- and Y-directions, and this is also
observable from the pushover curves of this model, which are more flattened than in case
C, with reinforced concrete beams and with greater ductility. Visso B has the same damage
as Visso A, with only less strength in the Y-direction.

All these differences in the seismic response have, firstly, an impact on the bilinear
idealization, varying the different criteria adopted, and then on the final outcome consisting
of the seismic verification. All these issues are investigated in detail in Section 5.

Table 7. Damage: (a) represents the structural damage in a wall in the X-direction; (b) represents the
structural damage in a wall in the Y-direction. See (c) for the color and failure mechanism legend.

Wall no.9 (X Dir.) Wall no.12 (Y Dir.)

Configuration C

Appl. Sci. 2024, 14, x FOR PEER REVIEW 19 of 37 
 

Moreover, in the X-direction, there is greater ductility available. 
The difference in ductility in the positive and negative directions is linked to the 

change in the response of the structure in terms of damage. 
For example, examining the damage reported in Table 7, Visso C has mixed behavior 

in the X- and Y-directions (mainly the shear mechanism but also the flexural one is present 
in some panels), and this is also observable from the pushover curves of this model. 

Instead, Visso A has flexural behavior in the X- and Y-directions, and this is also ob-
servable from the pushover curves of this model, which are more flattened than in case C, 
with reinforced concrete beams and with greater ductility. Visso B has the same damage 
as Visso A, with only less strength in the Y-direction. 

All these differences in the seismic response have, firstly, an impact on the bilinear 
idealization, varying the different criteria adopted, and then on the final outcome consist-
ing of the seismic verification. All these issues are investigated in detail in Section 5. 

  
Figure 9. Pushover curves: in the first column is the positive X-analysis, and in the second column 
is the positive Y-analysis, both considering a uniform load pattern (i.e., the most punitive, as previ-
ously checked); the figures represent a comparison among the three configurations. 

Table 7. Damage: (a) represents the structural damage in a wall in the X-direction; (b) represents the 
structural damage in a wall in the Y-direction. See (c) for the color and failure mechanism legend. 

 Wall no.9 (X Dir.) Wall no.12 (Y Dir.) 

Configuration C 

  

Configuration A 

  

Appl. Sci. 2024, 14, x FOR PEER REVIEW 19 of 37 
 

Moreover, in the X-direction, there is greater ductility available. 
The difference in ductility in the positive and negative directions is linked to the 

change in the response of the structure in terms of damage. 
For example, examining the damage reported in Table 7, Visso C has mixed behavior 

in the X- and Y-directions (mainly the shear mechanism but also the flexural one is present 
in some panels), and this is also observable from the pushover curves of this model. 

Instead, Visso A has flexural behavior in the X- and Y-directions, and this is also ob-
servable from the pushover curves of this model, which are more flattened than in case C, 
with reinforced concrete beams and with greater ductility. Visso B has the same damage 
as Visso A, with only less strength in the Y-direction. 

All these differences in the seismic response have, firstly, an impact on the bilinear 
idealization, varying the different criteria adopted, and then on the final outcome consist-
ing of the seismic verification. All these issues are investigated in detail in Section 5. 

  
Figure 9. Pushover curves: in the first column is the positive X-analysis, and in the second column 
is the positive Y-analysis, both considering a uniform load pattern (i.e., the most punitive, as previ-
ously checked); the figures represent a comparison among the three configurations. 

Table 7. Damage: (a) represents the structural damage in a wall in the X-direction; (b) represents the 
structural damage in a wall in the Y-direction. See (c) for the color and failure mechanism legend. 

 Wall no.9 (X Dir.) Wall no.12 (Y Dir.) 

Configuration C 

  

Configuration A 

  

Configuration A

Appl. Sci. 2024, 14, x FOR PEER REVIEW 19 of 37 
 

Moreover, in the X-direction, there is greater ductility available. 
The difference in ductility in the positive and negative directions is linked to the 

change in the response of the structure in terms of damage. 
For example, examining the damage reported in Table 7, Visso C has mixed behavior 

in the X- and Y-directions (mainly the shear mechanism but also the flexural one is present 
in some panels), and this is also observable from the pushover curves of this model. 

Instead, Visso A has flexural behavior in the X- and Y-directions, and this is also ob-
servable from the pushover curves of this model, which are more flattened than in case C, 
with reinforced concrete beams and with greater ductility. Visso B has the same damage 
as Visso A, with only less strength in the Y-direction. 

All these differences in the seismic response have, firstly, an impact on the bilinear 
idealization, varying the different criteria adopted, and then on the final outcome consist-
ing of the seismic verification. All these issues are investigated in detail in Section 5. 

  
Figure 9. Pushover curves: in the first column is the positive X-analysis, and in the second column 
is the positive Y-analysis, both considering a uniform load pattern (i.e., the most punitive, as previ-
ously checked); the figures represent a comparison among the three configurations. 

Table 7. Damage: (a) represents the structural damage in a wall in the X-direction; (b) represents the 
structural damage in a wall in the Y-direction. See (c) for the color and failure mechanism legend. 

 Wall no.9 (X Dir.) Wall no.12 (Y Dir.) 

Configuration C 

  

Configuration A 

  

Appl. Sci. 2024, 14, x FOR PEER REVIEW 19 of 37 
 

Moreover, in the X-direction, there is greater ductility available. 
The difference in ductility in the positive and negative directions is linked to the 

change in the response of the structure in terms of damage. 
For example, examining the damage reported in Table 7, Visso C has mixed behavior 

in the X- and Y-directions (mainly the shear mechanism but also the flexural one is present 
in some panels), and this is also observable from the pushover curves of this model. 

Instead, Visso A has flexural behavior in the X- and Y-directions, and this is also ob-
servable from the pushover curves of this model, which are more flattened than in case C, 
with reinforced concrete beams and with greater ductility. Visso B has the same damage 
as Visso A, with only less strength in the Y-direction. 

All these differences in the seismic response have, firstly, an impact on the bilinear 
idealization, varying the different criteria adopted, and then on the final outcome consist-
ing of the seismic verification. All these issues are investigated in detail in Section 5. 

  
Figure 9. Pushover curves: in the first column is the positive X-analysis, and in the second column 
is the positive Y-analysis, both considering a uniform load pattern (i.e., the most punitive, as previ-
ously checked); the figures represent a comparison among the three configurations. 

Table 7. Damage: (a) represents the structural damage in a wall in the X-direction; (b) represents the 
structural damage in a wall in the Y-direction. See (c) for the color and failure mechanism legend. 

 Wall no.9 (X Dir.) Wall no.12 (Y Dir.) 

Configuration C 

  

Configuration A 

  



Appl. Sci. 2024, 14, 1130 18 of 33

Table 7. Cont.

Configuration B
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Figure 9. Pushover curves: in the first column is the positive X-analysis, and in the second column is
the positive Y-analysis, both considering a uniform load pattern (i.e., the most punitive, as previously
checked); the figures represent a comparison among the three configurations.

5. Results

The outcomes obtained by applying nonlinear static and dynamic analyses are com-
pared in this section in terms of the fragility curves, focusing on the impact of various
options for the application of the NSPs (see Section 2), namely related to the choice of
the method used to calculate the displacement demand (i.e., whether based on the use of
inelastic or overdamped spectra) (Section 5.1) and the approach adopted for the bilineariza-
tion of the pushover curve (Section 5.2). As already mentioned, the fragility curve from
the NLDA is assumed as a reference to check the reliability of the different alternatives
explored for NPSs and determine the most effective one, as illustrated in Figure 10 and
extensively discussed in the following sections.
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5.1. Influence of the Approach Adopted to Compute the Displacement Demand in N2-Based and
CSM-Based Methods

Figures 11–13 illustrate, for the C, A, and B cases, respectively, the comparison of
the fragility curves obtained from the ADNL (thick solid black line) and different NSPs
(colored lines and dashed/thin black lines).
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Figure 11. Configuration of Visso C’s fragility curves: in the first column is the X-analysis, and in
the second column is the Y-analysis; the method of bilinearization of the capacity curve is fixed (in
order of row according to Updating EC8-3 rel.2019 [56], NTC18 [8], Marino et al., 2019 [32]) and we
include all the possible methods to calculate the displacement capacity (N2Fajfar [33], N2Guerrini [57],
N2Marino [32], CSM [34]).
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Figure 12. Configuration of Visso A’s fragility curves: in the first row is the X-analysis, and in the
second row is the Y-analysis; the method of bilinearization of the capacity curve is fixed (in order of
row according to Updating EC8-3 rel.2019 [56], NTC18 [8], Marino et al., 2019 [32]) and we include
all the possible methods to calculate the displacement capacity (N2Fajfar [33], N2Guerrini [57],
N2Marino [32], CSM [34]).

More specifically, the red line refers to the original N2 method; the blue line to Guer-
rini’s proposal; the green line to Marino’s proposal; and the dashed and thin black lines
to the CSM approach, with two different values adopted for the dissipation properties
(i.e., k = 0.33 thin solid line and k = 0.66 dashed line). Each figure is arranged in such a
way as to present, in the left column, results from the X-direction and, in the right column,
results from the Y-direction; in each line, the results are associated with the NSP applied
according to the specific choice of the criterion for the equivalent bilinearization of the
pushover curve (i.e., the first line according to Updating EC8-3 rel.2019, the second line to
NTC2018, and the third line to Marino’s proposal).

For all the cases, and especially for the C, A, and B-X directions, it is evident that,
regardless of the method used to address the conversion in the equivalent bilinear of the
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pushover curve, the NSPs based on the use of inelastic spectra (i.e., according to the N2
or similar methods) show non-conservative behavior (i.e., with fragility curves shifted to
the right for the one derived from NLDAs). Moreover, among the three methods based on
inelastic spectra, it is possible to observe that the least conservative one is the original N2
method, while Guerrini and Marino’s proposals produce some improvements (especially
in the A and B cases), although, in most cases, they are not sufficient to obtain a fragility
curve close to that from the NLDAs. In fact, it can be noted that Guerrini’s N2 method,
i.e., the blue line, is usually to the left of Fajfar’s N2 method, i.e., the red line.
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Figure 14 provides a more comprehensive overview of the results achieved using
the N2 method according to the application criteria recommended in the Updating EC8-3
rel.2019 document, with the three examined case studies. Again, it is evident that, in all
cases, the results are not conservative.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 24 of 36 
 

X Direction Y Direction 

  
(a) (b) 

   
Figure 14. Fragility curves: (a) represents the X-analysis, (b) represents the Y-analysis; the figures 
represent the three examined case studies, i.e., C, A, and B structural configurations of the Visso 
School building, with the continuous lines derived from NDP and the indented lines derived from 
NSP. 

The only method that successfully approximates the real capacity of the analyzed 
structures is the CSM approach based on the use of overdamped spectra. In fact, the fra-
gility curves obtained with the CSM are always slightly to the right of the curves obtained 
from the NLDAs; this is a desirable outcome, since nonlinear static analyses are expected 
to be less accurate than dynamic ones, so obtaining more conservative static fragility 
curves is reasonable and in line with the use of a more simplified approach. In the case of 
the CSM method, no differences are obtained using k = 0.66 or k = 1; this is because, in 
these cases, the η coefficient in Equation (8) is saturated and set equal to the lower limit (η 
= 0.55). 

Moreover, by comparing the results reported in the three lines of Figures 11–13 (i.e., 
varying the approach adopted for the equivalent bilinearization), it is possible to observe 
that the CSM method is almost insensitive to the chosen criterion, while the other NSPs 
exhibit some variations. The reason is that the N2-based methods use the 𝑇∗ value to en-
ter into the spectrum, while the CSM uses the secant period at NC 𝑇௨, which is closer to 
the physics of the phenomenon (with 𝑇∗ being more representative of the pseudo-elastic 
response) and affects only the evaluation of the equivalent damping associated with the 
ultimate displacement capacity. 

Figure 15 compares the 𝑇௨ and T* values for all the examined cases. It is worth not-
ing that, in all cases, 𝑇௨ is significantly higher than T* and also greater than 𝑇. 

p p

Figure 14. Fragility curves: (a) represents the X-analysis, (b) represents the Y-analysis; the figures
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building, with the continuous lines derived from NDP and the indented lines derived from NSP.

The only method that successfully approximates the real capacity of the analyzed
structures is the CSM approach based on the use of overdamped spectra. In fact, the fragility
curves obtained with the CSM are always slightly to the right of the curves obtained from
the NLDAs; this is a desirable outcome, since nonlinear static analyses are expected to be
less accurate than dynamic ones, so obtaining more conservative static fragility curves is
reasonable and in line with the use of a more simplified approach. In the case of the CSM
method, no differences are obtained using k = 0.66 or k = 1; this is because, in these cases,
the η coefficient in Equation (8) is saturated and set equal to the lower limit (η = 0.55).

Moreover, by comparing the results reported in the three lines of Figures 11–13
(i.e., varying the approach adopted for the equivalent bilinearization), it is possible to
observe that the CSM method is almost insensitive to the chosen criterion, while the other
NSPs exhibit some variations. The reason is that the N2-based methods use the T∗ value to
enter into the spectrum, while the CSM uses the secant period at NC Tu, which is closer to
the physics of the phenomenon (with T∗ being more representative of the pseudo-elastic
response) and affects only the evaluation of the equivalent damping associated with the
ultimate displacement capacity.

Figure 15 compares the Tu and T* values for all the examined cases. It is worth noting
that, in all cases, Tu is significantly higher than T* and also greater than Tc.

Finally, Figure 16 illustrates the ductility associated with the ultimate displacement
capacity at NC. The difference in the ductility in the positive and negative directions is due to
the change in the structural response in terms of damage, as already discussed in Section 4. The
results reported in Figure 16 are also useful to understand when the limitations recommended
by the Standard to q* in the N2-based approaches become relevant.
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Y-analysis; the figures represent, in order, the three examined case studies, i.e., C, A, and B structural
configurations of the Visso School building, with the first 125 values of ductility corresponding to the
positive direction and the last 125 values corresponding to the negative direction.

5.2. Influence of the Criteria Adopted for the Bilinear Idealization of the Pushover Curve

This paragraph investigates how the method used to bilinearize the pushover curve
affects the calculation of the structure’s displacement capacity. Firstly, Figure 17 compares
the resulting bilinear curves when varying the three alternatives summarized in Table 2.
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Figure 17. Resulting bilinear curves when varying the three alternatives summarized in Table 2 as a
function of the examined case studies, i.e., A, B, and C structural configurations of the Visso School
building [8,32,56].

Figures 18–20 illustrate, through the solid black line, the fragility curves obtained from
the NLDAs and, through the colored lines, the ones derived from the application of a given
NSP while varying the method of bilinearizing the pushover curve (in red, according to the
Updating EC8-3 rel.2019 document; in blue, according to NTC2018; and in green, according
to Marino’s proposal).

It can be seen that the choice of bilinear has a non-negligible impact on the results
when using the methods based on the use of inelastic spectra to calculate the displacement
capacity, whereas the CSM method is not affected at all. Thus, it would be sufficient to vary
the bilinearization approach to obtain very different results with the same N2-based NSP.

The bilinear curves obtained with Marino’s criterion allow us to obtain more conser-
vative fragility curves than others. As shown in the following figures, the fragility curve
obtained with NTC’s bilinear is the most optimistic, while the one obtained with EC8’s
bilinear is slightly less optimistic.
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the pushover curve shows the more progressive degradation of the stiffness in the initial 

Figure 18. Configuration of Visso C’s fragility curves: in the first column is the X-analysis, and in the
second column is the Y-analysis; the method to calculate the displacement capacity is fixed (in order
of rows, N2Fajfar [33], N2Guerrini [57], N2Marino [32], CSM [34]). In each figure, the solid black line
corresponds to the results from NLDAs, while the colored lines to the NSPs with the three different
alternatives for the bilinearization of the pushover curve.
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Moreover, the trend is the same in the X- and Y-directions, but it is more pronounced in
the X- than in the Y-direction. It depends on the behavior of the building, i.e., whether the
pushover curve shows the more progressive degradation of the stiffness in the initial phase
(as in the case of Visso A and B) or behaves more linearly and then reaches the maximum
resistance (as in the case of Visso C).
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Figure 19. Visso A’s fragility curves: in the first column is the X-analysis, and in the second column
is the Y-analysis; the method to calculate the displacement capacity is fixed (in order of rows,
N2Fajfar [33], N2Guerrini [57], N2Marino [32], CSM [34]). In each figure, the solid black line
corresponds to the results from NLDAs, while the colored lines to the NSPs with the three different
alternatives for the bilinearization of the pushover curve.
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Figure 20. Visso B’s fragility curves: in the first column is the X-analysis, and in the second column
is the Y-analysis; the method to calculate the displacement capacity is fixed (in order of rows,
N2Fajfar [33], N2Guerrini [57], N2Marino [32], CSM [34]). In each figure, the solid black line
corresponds to the results from NLDAs, while the colored lines to the NSPs with the three different
alternatives for the bilinearization of the pushover curve.

Focusing on the Visso A building, which has no reinforced concrete beams, it is evident
that, in the X-direction, there is a much greater influence on the bilinear chosen, while,
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in the Y-direction, the bilinear curves are much more similar; this is reasonable because,
examining the pushover curves, the Y-direction is almost a bilinear itself (the horizontal
section of the pushover is horizontal), while, in the X-direction, there is the progressive
degradation of the pushover. For this reason, the application of a criterion that changes the
resistance (such as the NTC18 and EC8’s bilinear), or another one that keeps the resistance
equal to the maximum (as with Marino’s bilinear), has a significant impact. The same
applies to the Visso B case, with the only difference compared to case A being that, having
reduced the interlocking in the Y-direction walls, the pushover curve in the Y-direction of
case B is weaker than in the Y-direction of case A.

Thus, in the X-direction, there is a much greater influence related to the choice of bilinear,
while, in the Y-direction, the fragility curves are very similar, regardless of the bilinearization.

To conclude, it is important to note that in the Y-direction of the Visso B model, the
fragility curves obtained with the EC8 and Marino’s bilinear methods are very different
from those obtained with the NTC18’s bilinear method (see Figure 20); this choice of bilinear
subsequently also affects the calculation of the T∗ value of the structure, since the EC8 and
Marino’s bilinear method lead to T∗ values associated with spectrum’s branch at a constant
velocity (i.e., between TC and TD) (see Figure 15), while the NTC18’s bilinear method leads
to T∗ values associated with the spectrum’s branch at constant acceleration (i.e., in the
plateau, between TB and TC). As a consequence, it can be seen from Figure 20. that the
fragility curves in the Y-direction, obtained with the Updating EC8-3 rel. 2019 method and
Marino’s bilinearization method, are more similar regardless of the N2 method used to
calculate the displacement capacity.

6. Conclusions

This paper investigated the effectiveness of nonlinear static procedures in evaluating
the seismic performance of URM buildings through a comprehensive comparison with
the outcomes derived from nonlinear dynamic analyses. The latter are assumed as the
reference solution and as the target for the validation of the reliability of the static approach.
This paper contributes to enriching the work already conducted in the literature validating
the use of assessment methods based on nonlinear static analyses for URM buildings,
which, despite their widespread use in engineering practice and at the research level, is still
limited. Various structural configurations of a URM building inspired by a real structure
were analyzed to this aim. This paper primarily focused on the so-called global response of
URM buildings, specifically examining the in-plane response of URM walls.

Various nonlinear static procedures were examined in this paper, which included both
proposals from the literature and recommendations already included in current or updated
versions of the European Standards. The sensitivity of the safety outcomes to various
alternative options in quantifying the displacement demand (i.e., methods alternatively
based on the use of inelastic or overdamped spectra) as well as for the conversion of the
original pushover curve into an equivalent bilinear—when requested by the method, as
in the N2-oriented ones—was examined. The reliability of the NSPs against the reference
solution provided by NLDAs was checked by incorporating the fragility curve concept.
The results achieved are very useful in identifying the advantages and disadvantages of
the present and next generation of Standards and possibly outlining future developments.

Firstly, the results confirm what has already been proven by other literature works [1,32],
i.e., that NSPs based on the use of inelastic spectra, which are the current procedures adopted
in the Italian and European codes and of more common use in engineering practice, produce
results that are often not conservative in the case of stiff URM structures.

Alternative proposals of the N2 method specifically developed in the literature for
URM structures led to appreciable improvements, but they are not always sufficient to
produce safe outcomes, and, in addition, they require the appropriate calibration of some
coefficients (such as Guerrini’s method, which implies the choice of factors that regulate
the dissipation properties of the system).
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Moreover, approaches based on the use of inelastic spectra strictly require the con-
version of the pushover curve into an equivalent bilinear and are strongly sensitive to the
consequent definition of the equivalent period of SDOF (T*). Among the three criteria in-
vestigated in this paper to address such conversion, the more promising one is the one that
assimilates the strength degradation through a reduction in the equivalent stiffness, keep-
ing the maximum base shear strength constant (i.e., Marino’s proposal in [32]). However,
relying only on the bilinear conversion rule is not sufficient to establish robust consistency
between static and dynamic approaches, as aforementioned. Furthermore, if T∗ exceeds
TC (i.e., the corner period of the response spectrum), the demand for inelastic displacement
is equivalent to that for elastic displacement; while there is no doubt regarding the validity
of the equal displacement rule, a limitation of these methods is the strong influence on the
definition of TC and its relationship with T*.

The only method that results in estimates close to the ones of NLDA is the capacity
spectrum method. Even if, in some cases, the results provided by the CSM are too conser-
vative, another strong advantage of such a method is that it is insensitive to the bilinear
conversion rule.

The CSM method is already explicitly recommended in the Italian Structural Code
(NTC2018) as Method b, but it is still very rarely used by engineers in real applications.

To conclude, for the future updating of the European Standards, it could be very
important to add the CSM, at least as an alternative, since, at present, only the N2 method
is foreseen; for NTC2018, instead, where the CSM method is already mentioned, it would
be beneficial to promote it as the main method for URM structures and eventually use the
N2 method only as a second option.
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