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Abstract: As an important part of the power system, it is necessary to ensure the safe and stable
operation of transmission lines. Due to long-term exposure to the outdoors, the lines face many
insecurity factors, and foreign object intrusion is one of them. Traditional foreign object (bird’s nest,
kite, balloon, trash bag) detection algorithms suffer from low efficiency, poor accuracy, and small
coverage, etc. To address the above problems, this paper introduces the RCDAM-Net. In order to
prevent feature loss or useful feature compression, the RevCol (Reversible Column Networks) is
used as the backbone network to ensure that the total information remains unchanged during feature
decoupling. DySnakeConv (Dynamic Snake Convolution) is adopted and embedded into the C2f
structure, which is named C2D and integrates low-level features and high-level features. Compared
to the original BottleNeck structure of C2f, the DySnakeConv enhances the feature extraction ability
for elongated and weak targets. In addition, MPDIoU (Maximum Performance Diagonal Intersection
over Union) is used to improve the regression performance of model bounding boxes, solving the
problem of predicted bounding boxes having the same aspect ratio as true bounding boxes, but
with different values. Further, we adopt Decoupled Head for detection and add additional auxiliary
training heads to improve the detection accuracy of the model. The experimental results show that
the model achieves mAP50, Precision, and Recall of 97.98%, 98.15%, and 95.16% on the transmission
tower line foreign object dataset, which is better to existing multi-target detection algorithms.

Keywords: transmission line; foreign object detection; RevCol algorithm; detection head; loss function

1. Introduction

The power grid is an important infrastructure related to people’s livelihoods and
national energy security. As the link of power transmission, the safe and stable operation
of transmission lines in the power grid is a necessary guarantee for social production and
people’s life. In recent years, China’s growing electricity demand has led to a significant
increase in both the voltage levels and the number of transmission lines. This expan-
sion, particularly in long-distance transmission, has introduced complexities in navigating
diverse terrains [1,2] like plateaus, hills, basins, mountainous areas, etc. In crowded resi-
dential areas, commercial areas, and other places, power transmission lines are susceptible
to the attachment of everyday items such as balloons, kites, trash bag, etc. In the natural
environment, transmission lines are also susceptible to bird damage, such as bird nests
in transmission lines. To ensure transmission line power delivery remains reliable and to
mitigate safety risks [3], regular and thorough inspections of these lines are imperative [4–6].
The recognition method of computer vision can to some extent avoid manual operations,
reduce the probability of misjudgment, and accelerate the screening process.

Traditional foreign object detection on transmission lines, as explored in the litera-
ture [7–10], primarily relies on manual feature extraction methods. These methods involve
identifying foreign objects and physically removing them. Wang et al. [11] proposed a
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detection method for broken strands and foreign object defects in transmission lines based
on line structure perception, which uses gradient operators to extract line objects and iden-
tifies significant parallel wire groups in transmission line structures through parallelism
calculations. Wire breakage and foreign object defects can be identified by calculating the
width change and grayscale similarity of segmented wires. Zhao et al. [12] discusses the
use of Hough’s linear transform for transmission tower line extraction, combined with
convolution operations in small areas of the transmission line. However, the detection
efficiency of this method is impacted by complex backgrounds and noise, resulting in lower
accuracy. Jiao et al. [13] adopts the frame difference method to label foreign objects and
uses key-frame extraction and foreign object feature point tracking to achieve the purpose
of foreign object detection in transmission lines. Liang et al. [14] used the Linear Segment
Detection algorithm to extract power lines from images and designed a recognition algo-
rithm to detect foreign objects based on foreign object features. Traditional foreign object
detection methods can detect foreign objects to a certain extent; however, these methods
exhibit low detection accuracy, focus on single-target detection, lack generalization ability,
are not scalable, and suffer from false detection leaks.

With the development of deep learning and neural networks, the integration of im-
age classification and detection with computer vision technology [15] has made further
contributions to the development of the smart grid field [16–18]. Recent advancements
in computer image classification and detection technologies have significantly reduced
manual operations and the likelihood of misjudgments in identifying foreign objects on
transmission tower lines. These technologies not only expedite the screening process but
also ensure the safe and efficient functioning of power systems. Key developments in
this area, as reported in the various literature, include the following. Wang et al. [19]
compared and analyzed DPM (Deformable Part Model), Faster R-CNN, and SSD methods
using actual datasets of transmission line foreign objects and verified the feasibility of deep
learning-based recognition methods in the real-time detection of transmission line foreign
objects. Gong et al. [20] used the TensorBoard module in the TensorFlow framework to
design the deep convolutional neural network model structure and optimize the model
parameters after grayscaling and denoising the foreign object dataset. Xiao et al. [21] used
the K-means algorithm to cluster the size of foreign object images to set the size of anchor
frames, and enhancements include an upsampling module, depth-separable convolution,
and improved loss functions for better classification and detection. Shen et al. [22] op-
timized the candidate frame and designed an end-to-end joint training approach called
TLFOD Net to improve the model training performance. Zhong et al. [23] improved three
aspects of the YOLOv3 algorithm, including the width and height loss function of the
prediction frame, the prediction category imbalance loss function, and the neural network
structure, to improve the foreign object recognition effect. Zhang et al. [24] improved the
feature pyramid pooling module based on YOLOv4 and optimized the loss function to
improve the algorithm performance. Zhang et al. [25] used k-means clustering to generate
anchor boxes and then improved the spatial pyramid pooling (SPPF) module and acti-
vation function, and this approach significantly enhanced the model performance. Tang
et al. [26] used GhostNet module to replace the backbone feature extraction network of
YOLOv4, improved the PANet module, and replaced the ordinary convolutional block with
a depth-separable convolutional module, which improved the detection speed and reduced
the model parameters, although the detection accuracy was degraded. Yu et al. [27] used
Otsu to extract the target region of interest, DenseNet201 to extract the depth features of the
target region, and ECOC-SVM for training and testing to improve the detection accuracy.

Current object detection algorithms often compromise detection accuracy by com-
pressing or discarding features during extraction. To address this, our paper introduces a
novel algorithm specifically tailored for detecting foreign objects on transmission tower
lines. This algorithm diverges from the norm by improving upon the conventional target
detection model. Key innovations include: 1. Utilizing RevCol as the primary backbone net-
work to ensure that the total information remains unchanged during the feature decoupling
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process. 2. Integrating an enhanced C2f module behind the backbone network to enable
the model to capture both low-level detail information and high-level semantic information
and replacing the standard C2f in the BottleNeck with DySnakeConv to better capture
relevant features. 3. Employing a decoupled detection head, which separates classification
and regression tasks, and adding an auxiliary training head. This head is actively involved
during the training phase and removed during final inference, thereby refining the model’s
detection accuracy. 4. The MPDIoU method is incorporated to overcome challenges in
bounding box regression, especially when predicted and actual boxes share aspect ratios
but differ in dimension. To validate the effectiveness of our proposed model, we conducted
comparative analyses with other mainstream target detection models. The results affirm
the superiority of our approach in accurately detecting foreign objects on transmission
tower lines.

2. Model Construction

In this paper, we design a convolutional neural network-based foreign object detection
model for transmission towers and lines, RCDAM-Net. First, in order to solve the problem
of how the feature extraction of traditional target detection algorithms will compress or
discard useful features, this paper introduces RevCol as the backbone network to extract
more comprehensive feature information. Second, in order to strengthen the feature
extraction and fusion capability of the model, an improved C2D structure is designed. A
decoupled detection head is used in the detection head part to assist the training head for
detection. Finally, to further enhance the model’s ability to localize the target, the MPDIoU
loss function is used as the bounding box regression function. The network architecture of
RCDAM-Net is depicted in Figure 1.
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2.1. Backbone Network-RevCol

Mainstream visual models predominantly concentrate on representational and per-
ceptual capabilities, particularly in the context of supervised training. These models tend
to compress or discard features during layer transfer, retaining only the most pertinent
information aligned with supervisory input. However, this approach often leads to an
inadequacy of features [28]. Given that these models undergo supervised pre-training,
there is an implicit expectation of their efficacy in downstream tasks. It is essential to rec-
ognize that during pre-training, the specifics of downstream tasks are typically unknown,
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highlighting the risk of prematurely discarding potentially valuable information. Therefore,
to cultivate a more generalized representation, it is advisable to retain a broader spectrum
of original information rather than compressing or eliminating it. This approach could
facilitate richer knowledge acquisition in pre-training, thereby enhancing performance in
various downstream applications. The targets studied in this paper (bird’s nests, balloons,
kites, trash bags) have the characteristics of small targets and subtle features. They have
a small spatial distribution in the image, which may make it difficult for the model to
extract enough features to correctly identify these small targets. Taking this feature into
account, we use the RevCol network to allow the model to retain a wider range of original
information when extracting features. Because during pre-training, the model is unknown
to subsequent downstream tasks, useful features may be discarded during the feature
extraction stage. The RevCol network can enhance the acquisition of feature information in
the pre-training stage, thereby improving the performance of downstream tasks.

RevCol [29] structure adopts a multi-input approach, which consists of multiple
reversible multilevel fusion modules. The RevCol introduced the idea of disentangled
feature learning [30] into model design and proposed using reversible column as a unit to
transfer information to ensure feature decoupling, while ensuring that information is not
lost in network transmission. The network structure includes multiple columns, which can
increase the sensory field. And reversible connections [31] are added between the columns,
so that the low-level texture details and high semantic information can be separated
gradually by accessing the inputs to the columns repeatedly. The specific structure is
shown in Figure 2. The merit of this approach lies in its dual capacity to maintain high
accuracy during pre-training while preserving essential low-level information. This balance
is crucial for achieving superior results in subsequent detection tasks.
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This method begins by dividing the input image into several non-overlapping blocks.
Each block is then processed through a distinct sub-network (column), each employing a
unique ConvNeXt structure [32] with different weights. Within these sub-networks, the
image blocks undergo a four-layer propagation process. Initially, a fusion unit harmonizes
the dimensions of inputs across different layers. Subsequently, these unified inputs pass
through a series of ConvNeXt blocks, eventually combining with the inputs of reversible
operations to produce the final output. Notably, each column yields four levels of feature
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maps. The feature maps closer to the input emphasize high-level semantics, whereas those
at further levels focus on low-level semantics.

Each hierarchy has two inputs, one input is the previous hierarchy in the same column,
and the other input is the next hierarchy in the previous column, as shown in Figure 3.
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The two inputs represent the high-level semantic information and the low-level texture
information, and the equation is expressed as follows:

Forward : xt = Ft(xt−1, xt−m+1) + γxt−m (1)

Inverse : xt−m = γ−1[xt − Ft(xt−1,xt−m+1)] (2)

where Forward is the forward propagation, Inverse is the inverse operation, xt is the t-th
level feature, F(•) is the activation function, γ is the reversible operation, and γ−1 is its
inverse function.

2.2. Neck-Network

In the neck-network part, the C2f structure is selected as the main module to fuse the
low-level feature information with the high-level features in the backbone network part.
The C2f module performs a series of convolution operations on the inputs, and then fuses
the information by splitting and splicing to obtain the output. The C2f module enhances the
ability of feature expression through the dense residual structure and changes the number
of channels through the splitting and splicing operations based on the scaling coefficients to
reduce the computational complexity and the model capacity. The C2f module is a pivotal
component of our neural network architecture, comprising two integral parts: the Context
module and the Focus module. The Context module, primarily a series of convolutional
layers with residual connections, excels in extracting high-level semantic features. These
features are then relayed to the Focus module via lateral connections. In the Focus module,
contextual information is utilized effectively. This involves a concatenation operation and
a 1 × 1 convolutional layer, strategically fusing feature information from diverse layers
to enhance the expressiveness and perceptual capabilities of the network. Specifically,
for detection objects with extreme shapes, we employ Dynamic Snake [33] within the
C2f structure. This replacement for the BottleNeck significantly improves the extraction
of slender and weak local structural features as well as complex and changeable global
morphologies, which is particularly effective for objects like kites and garbage that have
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slender and variable shapes. Dynamic Snake Convolution learns deformation based on
input feature maps and adaptively focuses on slender and tortuous local features based
on information about tubular structure morphology. The Snake Model is used, which is a
closed curve that represents the outline of an object. It has the ability to adaptively adjust
its shape. In Dynamic Snake Convolution, convolution operations are introduced into the
Snake Model to enhance the perception of image features. By combining with convolution
operations, the Snake Model can dynamically adjust its shape based on local information
in the image to more accurately fit the object contour. This is very beneficial when working
with complex, irregular or changing object shapes. The kites and trash bags detected in
this paper meet these characteristics, so dynamic snake convolution is used to replace
the BottleNeck structure in C2f to enhance the model detection effect. The architecture’s
improved structure is illustrated in Figure 4.
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2.3. Detection Head Networks

In contemporary mainstream object detection models, the detection head typically
comprises three sensory field branches, each functioning as a coupled head that concur-
rently undertakes classification and regression tasks. However, this coupling presents
challenges due to the distinct nature of these tasks. Localization requires boundary-aware
features for precise bounding box regression, while classification, a more coarse-grained
segmentation task, demands a richer semantic context. This disparity often results in
spatial misalignment, adversely affecting the model’s convergence speed. Moreover, while
a fully-connected head offers higher spatial sensitivity, crucial for differentiating between
complete and partial objects, a convolutional head excels in robustly regressing the entire
object. To mitigate these issues, we adopt a decoupled head for detection, enabling more
efficient and accurate task-specific processing.

The decoupled head subdivides into three branches, namely, classification, regression,
and confidence. The use of a decoupled head can make the model network converge faster.
The structure of the improved detection head is illustrated in Figure 5.
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Adding an auxiliary training head to the detection head improves the accuracy by
increasing the training cost without affecting the inference time because the auxiliary head
will only appear during the training process. The structure of the structure after adding the
auxiliary training head is illustrated in Figure 6.
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2.4. MPDIoU Loss Function

Most state-of-the-art target detection models rely on a bounding box regression (BBR)
module to determine the location of a target. Based on this model, a well-designed loss
function is very important for the success of BBR. However, most of the existing BBR loss
functions have the same value for different predictions, which reduces the convergence
speed and accuracy of bounding box regression. In this paper, we use the MPDIoU [34] op-
timization model performance by directly minimizing the distance between the upper-left
and lower-right corner points between the predicted bounding box and the real bounding
box, rather than through IoU (Intersection over Union), the details are shown in Figure 7.
This helps to more directly measure the positional differences between bounding boxes.
By optimizing the loss function, MPDIoU can make the predicted bounding box more
accurately align with the actual target, thereby improving the accuracy of detection. By
considering the width and height of the bounding box, MPDIoU can obtain more detailed
position information, thereby better guiding the model for regression. MPDIoU adopts
a maximization strategy in loss calculation, aiming to maximize accuracy. This method
may make the model pay more attention to the accuracy of the bounding box during the
learning process. The MPDIoU formula is as follows:

d2
1 = (xB

1 − xA
1 )

2
+ (yB

1 − yA
1 )

2
(3)

d2
2 = (xB

2 − xA
2 )

2
+ (yB

2 − yA
2 )

2
(4)

MPDIoU =
A ∩ B
A ∪ B

−
d2

1
w2 + h2 −

d2
2

w2 + h2 (5)

LMPDIoU = 1 − MPDIoU (6)
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3. Experimental Results and Analysis
3.1. Experimental Environment

The operating system used for the experiment was Linux 18.04, the CPU was In-
tel(R) Xeon(R) Gold 6326 CPU@2.90GHz, the RAM was 24 GB, the graphics card was
NVIDIA GeForce RTX 3090 24 G memory with CUDA11.4, and the deep learning frame-
work corresponding to CUDA11.4 was selected. Framework was PyTorch 1.12.1, and the
programming language environment was Python 3.9.16.

3.2. Evaluation Metrics

In this study, we utilize Precision, Recall, Mean Average Precision (MAP) 50, and
mAP50:95 as key metrics to evaluate our model’s detection accuracy. Precision is defined as
the proportion of true positive samples among those identified as positive by the model.
Recall, also known as the true positive rate, measures the ratio of correctly predicted
positive samples to the total actual positive samples. Both mAP50 and mAP50:95 serve as
crucial metrics for assessing the model’s proficiency in both localization and classification
of detection objects. The mAP is calculated as the average of the Average Precision (AP)
for all categories at a given Intersection over Union (IoU) threshold. Specifically, mAP50
represents the mean accuracy across categories at an IoU threshold of 0.5, while mAP50:95
indicates the mean accuracy at a more stringent IoU threshold of 0.95. The formulae are
shown below:

P =
TP

TP + FP
(7)

R =
TP

TP + FN
(8)

AP =
∫

PdR (9)

mAP =
1
n

n

∑
j=1

AP(j) (10)

AP50 =
1
n

PIOU=0.5
i (RIOU=0.5

i ) (11)

AP50 : 95 =
1

10
(AP50 + AP55 + · · · · · ·+ AP95) (12)

where n is the detection target type, TP (True positives): the number of correctly classified
positive samples, i.e., the number of samples that are actually positive and classified as
positive by the classifier. FP (False positives): the number of incorrectly classified positive
samples, i.e., the number of samples that are actually negative but classified as positive
by the classifier. FN (False negatives): the number of samples incorrectly classified as
negative, i.e., the number of samples that are actually positive but classified as negative by
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the classifier. TN (True negatives): the number of samples correctly classified as negative,
i.e., the number of samples that are actually negative and classified as negative by the
classifier. The PR curve is obtained by taking the Recall value as the horizontal axis and the
Precision value as the vertical axis. AP is the integral of the PR curve, i.e., the area enclosed
by the curve; in the experiments of this paper. The size of the input image is 640 × 640, in
which the initial learning rate is 0.01. The optimizer is SGD, and the SGD momentum is
0.937. And the learning rate adjustment strategy is cosine annealing strategy, the number
of iterations is 250 rounds and batch size is 16.

3.3. Data Processing

The dataset used in the paper is a dataset of foreign objects in a power station within
the power grid, containing four types: bird nest, kite, balloon, trash bag. This dataset
contains a total of 1111 images of four categories of foreign objects in the transmission
tower line, including 103 balloons, 284 kites, 331 trash bags, and 642 bird nests. Due to the
insufficient number of samples of the dataset of this study, the imbalance in the number of
each category of foreign objects exists. Through the data enhancement methods such as
mirroring, cropping, scaling, panning and rotating, the spatial geometric transformations
were used to change the spatial position of the pixels in the images without changing
the content of the images, increasing the number of samples and avoiding the occurrence
of overfitting [35]. Field-captured images of transmission lines often suffer from exter-
nal interferences, leading to issues such as unclear visuals, motion-induced distortions,
and weather-related blurriness. To address these real-world complexities, this study im-
plements image preprocessing techniques, including Gaussian noise addition, random
luminance adjustment, and motion blur simulation. These methods enrich the training
dataset, enabling the model to learn and recognize foreign object features more effectively
in varied environmental conditions. This approach simulates actual field scenarios, thereby
enhancing the model’s validation accuracy. The preprocessing resulted in a final dataset of
5084 images, categorized by different types of foreign objects as follows Table 1:

Table 1. Number of foreign object categories.

Object Category Object Number Object Ratio

bird nest 2289 44.68%
kite 1168 22.79%

balloon 607 11.84%
trash bag 1020 19.91%

In this paper, the dataset is divided into training set, validation set, and test set
according to the ratio of 8:1:1. The training set and validation set are used for model training,
and the test set is used for testing the accuracy of the model. The dataset annotation tool
used in this paper is LabelImg, and after the annotation is completed, corresponding txt
file will be generated for each image after labeling.

3.4. Experimental Result and Comparative Analysis
3.4.1. Comparative Experiments

Figure 8 shows the training results of the proposed model mAP50, from which it can
be seen that the training model gradually converges after 220 epochs, and the map value is
97.87% at the 300th epoch. And Figure 9 shows the PR curve, from which it can be seen that
among the recognized objects. The recognition accuracy is slightly lower in comparison
with the garbage bags, kites, and balloons, due to the existence of the phenomenon of
occlusion in some of the bird’s nests.
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This paper conducts eight comparative experiments, benchmarking our proposed
method against classical models: YOLOV5, YOLOV6, YOLOV7, YOLOV8, FCOS, SSD,
RetinaNet, and Faster R-CNN. The comparative analysis, detailed in Table 2 below, demon-
strates that our method outperforms these models in mAP50, mAP50-95, Recall, and Pre-
cision metrics. Our model’s distinctive advantage lies in the adoption of the RevCol
framework, which overcomes the traditional feature extraction network’s tendency to
lose some features. We have enhanced the RevCol detection capability by integrating a
feature fusion part using the C2f module. Additionally, for targets with extreme aspect
ratios, we replaced the BottleNeck in the C2f structure with the DySnakeConv module. The
detection head incorporates a decoupled detection head and an auxiliary training head,
contributing to the model’s superior performance. Experimental results validate that richer
feature information significantly improves the detection of foreign objects on transmission
tower lines.

Table 2. Comparison of results of common models.

Comparison of Results of Common Models

Models mAP50 mAP50-95 Recall Precision

YOLOv5 0.9545 0.6836 0.8978 0.9636
YOLOV6 0.9107 0.6397 0.8804 0.9110
YOLOV7 0.9471 0.6457 0.8896 0.9287
YOLOV8 0.9686 0.6923 0.9310 0.9580

FCOS 0.9576 0.6533 0.8897 0.9297
SSD 0.7570 0.5673 0.6571 0.7632

Faster R-CNN 0.9528 0.6523 0.8923 0.9312
RetinaNet 0.9253 0.6399 0.8838 0.9245

Ours model 0.9798 0.7211 0.9516 0.9815



Appl. Sci. 2024, 14, 1152 11 of 14

3.4.2. Ablation Experiments

To rigorously assess the impact of our proposed module on model performance, we
conducted a series of ablation experiments. In order to verify the effectiveness of each
module we used, we selected the YOLOV8 model with the best effect in the comparative
experiment as a benchmark and compared each improved module with the unimproved
YOLOV8. The experimental results are shown in Table 3, where “-” represents the original
structure of YOLOV8, and “+” represents the module used in this paper.

Table 3. Single improvement comparison result.

YOLOV8 +RevCol +C2D +Detection Head +MPDIoU mAP50 Group

+ - - - - 0.9686 A
+ + - - - 0.9712 B1
+ - + - - 0.9702 C1
+ - - + - 0.9692 D1
+ - - - + 0.9689 E1

Group A: YOLOV8 was used for detection, and the model mAP50 was 0.9686;
Group B1: Using the RevCol network to replace the backbone network of YOLOV8,

the mAP50 value is 0.9712;
Group C1: Replacing the C2f structure of YOLOV8 with the C2D structure, the mAP50

value is 0.9702;
Group D1: Replacing the detection head of YOLOV8 with the detection head designed

in this article, the mAP50 value is 0.9692;
Group E1: Replacing the bounding box loss function of YOLOV8 with the MPDIoU

loss function, the mAP50 value is 0.9689.
In order to verify the overall detection effect of the module we designed, after we

gradually added the improved structure to the design model, the mAP50 value of the model
increased, which proved the effectiveness of the model we designed for the transmission
tower line foreign matter dataset. In these experiments, we divided the proposed algorithm
structure into five distinct groups for systematic comparative analysis. The experimental
results are shown in Table 4, where “-” means that the module does not exist, and “+”
means that the module is included.

Table 4. Improve results step by step.

YOLOV8 +RevCol +C2D +Detection Head +MPDIoU mAP50 Group

+ - - - - 0.9686 A
+ + - - - 0.9712 B2
+ + + - - 0.9755 C2
+ + + + - 0.9785 D2

+ + + + + 0.9798 Ours
model

Group A: YOLOV8 was used for detection, and the model mAP50 was 0.9686;
Group B2: Using the RevCol network to replace the backbone network of YOLOV8,

the mAP50 value is 0.9712;
Group C2: Replacing the C2f structure of YOLOV8 with the C2D structure based on

the structure of Group B2, the mAP50 value is 0.9755;
Group D2: Based on the structure of Group C2, the detection head was replaced with

a decoupled detection head, and an auxiliary training head was added for training. The
mAP50 value was 0.9785;

Ours model: Based on group D2 experiments, the bounding box loss function is
replaced with MPDIoU loss function, and the mAP50 value is 0.9798.
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3.4.3. Detection Result

Figure 9 shows the detection results of the proposed model RCDAM-Net. The detec-
tion pictures represent the types of foreign objects that are easy to be attached to common
transmission tower lines, and this result is able to check the practical effectiveness of
the model.

4. Conclusions

In this paper, we propose a novel method for foreign object detection on transmission
towers and lines, called RCAM-NET. This method addresses the limitations of main-stream
models, particularly in terms of feature extraction that focuses on information compression
or loss. We adopt RevCol as the core network, ensuring that feature information is not lost
during the process of target feature decoupling. To effectively detect targets with extreme
aspect ratios, we incorporate DySnakeConv, enhancing the extraction of features from thin
and weak targets. We embed DySnakeConv into a C2f structure and rename it C2D, which
allows for the fusion of both detailed and semantic features. To address the challenge
of optimizing bounding boxes with the same aspect ratio but different dimensions, we
utilize MPDIoU, improving the regression performance of the model’s bounding boxes.
Considering the overall detection performance of the model, we introduce a decoupled
head for detection, separating the classification task from the regression task. We also add
an auxiliary training head to enhance detection accuracy. The RCAM-NET method achieves
results on a dedicated dataset for foreign objects on transmission towers and lines, with a
Map50 value of 97.98%, recall rate of 72.11%, and precision rate of 95.16%. It demonstrates
superior robustness compared to other models. Future research will focus on improving
the detection of bird nests with occlusion, balancing datasets with complex backgrounds,
and developing lightweight versions of the model to meet mobile deployment needs.
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