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Abstract

:

Recent studies in transillumination imaging for developing an optical computed tomography device for small animal and human body parts have used deep learning networks to suppress the scattering effect, estimate depth information of light-absorbing structures, and reconstruct three-dimensional images of de-blurred structures. However, they still have limitations, such as knowing the information of the structure in advance, only processing simple structures, limited effectiveness for structures with a depth of about 15 mm, and the need to use separated deep learning networks for de-blurring and estimating information. Furthermore, the current technique cannot handle multiple structures distributed at different depths next to each other in the same image. To overcome the mentioned limitations in transillumination imaging, this study proposed a pixel-by-pixel scanning technique in combination with deep learning networks (Attention Res-UNet for scattering suppression and DenseNet-169 for depth estimation) to estimate the existence of each pixel and the relative structural depth information. The efficacy of the proposed method was evaluated through experiments that involved a complex model within a tissue-equivalent phantom and a mouse, achieving a reconstruction error of   2.18  % compared to the dimensions of the ground truth when using the fully convolutional network. Furthermore, we could use the depth matrix obtained from the convolutional neural network (DenseNet-169) to reconstruct the absorbing structures using a binary thresholding method, which produced a reconstruction error of   6.82  %. Therefore, only one convolutional neural network (DenseNet-169) must be used for depth estimation and explicit image reconstruction. Therefore, it reduces time and computational resources. With depth information at each pixel, reconstruction of 3D image of the de-blurred structures could be performed even from a single blurred image. These results confirm the feasibility and robustness of the proposed pixel-by-pixel scanning technique to restore the internal structure of the body, including intricate networks such as blood vessels or abnormal tissues.






Keywords:


pixel-by-pixel; Attention Res-UNet; DenseNet169; reconstructing 3D; de-blurred; depth estimation; transillumination image












1. Introduction


The use of light for biomedical imaging dates back to pioneering studies by researchers such as T.B. Curling (1843), R. Bright (1831), and M. Cutler (1929) [1,2,3,4]. Subsequent advances in science and technology have led to the development of various light sources (LASER and LED) and image acquisition sensors, driving the widespread adoption of light in medical and life sciences. Existing imaging modalities have limitations due to ionizing radiation, contrast agents, metal restriction, sophisticated systems, and high costs. Therefore, alternative optical-based imaging techniques with simple, radiation-free, and affordable designs are crucial. Transillumination imaging requires a simple system consisting of light sources, a camera as a detector, and a computer for controlling and processing images. The use of transillumination (diaphanography) to monitor the pathology of human organs has become of interest in recent years, as there have been many new advances related to light source technology, sensor variables, and theoretical, experimental, and clinical results [3,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24]. However, this method faces great challenges, with a strong scattering of light in biological tissues and time-consuming image processing [24].



Figure 1 shows the transillumination mode and the epi-transillumination mode of the transillumination imaging. Transillumination mode is commonly known by placing the light source on the opposite side of the recording device (typically a camera). The epi-illumination mode can also be considered as a mode of transillumination imaging, utilizing the light source and the recording device positioned on the same side of the object with appropriate lighting conditions. When the lighting conditions are appropriately adjusted to allow the light to diffuse well in the turbid medium, it becomes possible to acquire the distribution of the absorption structure on the surface of the body.



The transillumination image is the blurred shadows of the absorbing structures in a turbid medium, such as the collection of point absorbers. As the depth of the absorbing structure increases, the resulting image exhibits progressively more pronounced blurring. Additionally, acquiring light signals when light penetrates thick body parts is challenging. This challenge may also be reflected in breast light or blood vessel finder applications currently on the market [22,23]. Consequently, de-blurring scattering on observed images has remained a difficulty until recently. To realize transillumination imaging, many studies have been conducted to reduce scattering [24,25,26,27,28,29]. K. Shimizu et al. have derived a depth-dependent point spread function (PSF) to characterize the scattering of a point light source in biological tissue [24]. The depth-dependent PSF is presented as Equation (1) [24]:


  PSF  ( ρ )  = C   μ s ′  +  μ a  +   κ d  +  1    ρ 2  +  d 2       d    ρ 2  +  d 2         exp [ −  κ d     ρ 2  +  d 2    ]     ρ 2  +  d 2       



(1)




where    k d 2  = 3  μ a   (  μ s ′  +  μ a  )    and C,   μ s ′  ,   μ a  , and d represent the constants concerning  ρ  and d, the reduced scattering coefficient, the absorption coefficient, and the depth of the structure, respectively.



On the surface, it is possible to divide the light into two components, the composition of direct light that is affected by scattering, the absorption of the scattered environment, and the composition of diffused light. Back-scatter or back-reflection imaging uses a light source and a recording device placed on the same side of the object. By adjusting according to the passing conditions, we can obtain the distribution of absorption structure at the body’s surface. The distribution of light at the observing surface involves the decomposition of incident light into two components: direct light, which undergoes scattering and absorption within the surrounding medium, and diffused light.



Tran et al. have successfully applied this PSF to imaging absorption structures in biological tissues, assuming a uniform distribution of light in the plane containing the absorption structures [25]. As a result, Tran et al. have demonstrated optical computed tomography (OCT) with transillumination imaging and have reconstructed internal structures in small animals [25]. However, the scattering suppression process in this study depends on the deconvolution process with the Lucy–Richardson algorithm. Therefore, the restored image depends on the selection of the iteration number. The use of the depth-dependent point spread function in conjunction with deep learning to suppress scattering is one of the most remarkable advances that has been made. Van et al. developed the scattering suppression technique and the estimation of the depth of the structure in a turbid medium using deep learning [27]. The research team has succeeded in suppressing scattering and estimating depth using convolutional neural network (CNN) and fully convolutional network (FCN) models. Using the proposed technique from Van et al., the de-blurred images, depth information, and three-dimensional (3D) structure of simple or single absorption structure were estimated [27]. The blood flow in the reconstructed 3D vessels could be estimated using a depth-dependent contrast model [29].



Shimizu et al. recently proposed novel techniques to reconstruct a 3D structure in a turbid medium from a single blurred 2D image obtained using near-infrared transillumination imaging [30]. One technique uses 1D information on the intensity profile in the light-absorbing image. Profiles under different conditions are calculated by convolution with the depth-dependent point spread function (PSF) of the transillumination image. In databanks, profiles are stored as lookup tables to connect the contrast and spread of the profile to the absorber depth. A one-to-one correspondence was found from the contrast and spread to the absorber depth and thickness. Another technique uses 2D information from the transillumination image of a volumetric absorber. A blurred 2D image is deconvolved with the depth-dependent PSF, thereby producing many images with points of focus on different parts. The depth of the image part can be estimated by searching the deconvolved images for the image part with the best focus. The techniques are time-consuming because of the nature of the convolution and deconvolution process. In addition, it could be applied to the simple structure.



The results in previous studies still show limitations when processing a depth of   15.0   mm related to the efficiency of scattering suppression, the shape of the reconstructed structures, the estimated depth, and the applicability in complex structures [25,26,28,29,30]. These problems are related to the absorption structure’s complexity, the biological tissue’s heterogeneity, the training data, and the neural network model itself. Dang et al. have proposed the Attention Res-UNet model for de-blurring by adding the Attention gate and the Residual block to the common U-net model structure. As a result, a correlation of more than 89% could be achieved between the de-blurred image and the original structure image [31]. Dang et al. have proposed depth estimation using the DenseNet169 model with high accuracy beyond the limit of   20.0   mm [31].



The complexity of the light-absorbing structure is also unresolved. The current solution is to subdivide the image into several parts, each of which contains only one simple structural part with a relative spatial location roughly on the same plane [27,29,30]. Current techniques also cannot handle multiple structures distributed at different depths next to each other in the same image.



This paper presents a new method named the pixel-by-pixel scan matrix method that uses deep learning to de-blur and estimate depth information of the absorbing structures in a turbid medium. Consequently, with de-blurred two-dimensional (2D) images at different angles as the projection images, the 3D de-blurred absorbing structures and the cross-sectional images could be reconstructed using the filtered-back-projection method. It also allows for restoring the “clear” image of the light-absorbing structure, so that only one convolutional neural network needs to be used for depth estimation and explicit image reconstruction. If the result of the proposed method could be achieved, the 2D de-blurred image and its pixel depth information can lead to reconstructing a 3D view of absorbing structures with a limited acquisition angle, even with only a single 2D image.




2. Materials and Methods


2.1. Data Preparing


Deep learning requires many pairs of training for the training process to ensure optimal accuracy and performance. Collecting data through experiments is a challenge for optical imaging techniques. Data collection presented practical challenges to acquire a significant quantity of training pairs. However, it has been solved and proven through experiments using depth-dependent PSF, even in the case of imaging of absorbing structures, to produce blurred scattering image data from existing structures [25,26,27,28,29,30].



Figure 2 shows a schematic diagram of the light intensity distribution observed on the surface of the scattering medium. In transillumination imaging of light-absorbing structures, homogeneous light is irradiated outside the scattering medium. The scattered light passes through the absorbing structure and projectes a shadow on the surface of the scattering object. As shown in Figure 2, the scattering medium was considered an infinitely wide slab; the orange lines show the light distributions of the light source with the same sizes as the absorbing object. In reality, because of the limitation of the observed image, the light distribution was cut out. Thus, the depth-dependent light-source point spread function (PSF), originally derived for a light source, cannot be applied directly to the transillumination images. To overcome this problem, the light distribution in the original clear image will be inverted. The absorption distribution in the clear image becomes the light distribution in the inverted image. Then, the light-source PSF can be expected to apply correctly to the inverted clear image. In this study, the image noise captured by the camera was neglected. The depth-dependent PSF was implemented to convolve clear images of the absorbing structures and the image of illuminated conditions to generate the desired blurred images. Therefore, the simulated image for transillumination imaging by convolving the clear structure image with a light-source PSF can be written as in Equation (2):


  y =  1 − [ h × ( 1 − x ) ]   



(2)




where x, y, and h represent, respectively, the original structure image, the simulated image, and the depth-dependent light-source PSF and the × denotes the convolution operation. In this process, the image’s x and y were normalized to be 0 to 1. This makes the dataset of transillumination images for deep learning possible and easier. The effectiveness of this approach was rigorously evaluated and validated through tissue-equivalent and small-animal experiments [27,31]. The dataset in this study was created using the method specifically described in previous studies [27,31].



For the de-blurring model, a dataset consists of 204,000 pairs of images. These were collected from four subdatasets, each simulating objects of different sizes, namely   0.1  ,   0.5  ,   1.0  , and   2.0   times the depth range from   0.1   to   100.0   mm, with a step size of 0.1 mm. Each of these datasets comprises 51,000 pairs of images. Each pair of images is augmented by rotating the angle, ranging from   0 ∘   to   360 ∘   with a step of   20 ∘  . The dataset was used for training, totaling 3,672,000 image pairs. In this study, the Attention Res-UNet model [31,32] is used. The output of the model will be a de-blurred image of the light-absorbing structure.



In the depth estimation model, the dataset comprises pairs of blurred images and the corresponding depth information. These blurred images are generated by convolving the original images with the PSF. Similarly to the de-blurring model, data augmentation techniques are applied, but exclusively to data with a magnification of   1.0  . In this study, the CNN model (DenseNet169) [31,33] is used. The model then outputs the depth information corresponding to the part of the light-absorbing structure in the image.




2.2. Pixel-by-Pixel Scan Matrix Method


Reconstructing 3D structures from the combined information from the FCN (Attention Res-UNet) and CNN (DenseNet-169) model represents a significant advance in image processing and analysis. This approach leverages the power of deep learning to effectively address the challenges posed by scattering in transillumination images of absorbing structures in a turbid medium. As mentioned above, when processing an acquired image for complex structures that are present in a scattering medium or a network structure such as blood vessels, current solutions apply a subdivision of the observed image by dividing it into many separate parts [27,29]. Each section will contain an image of a separate light-absorbing structure. This leads to limitations in processing complex images such as blood vessels when many structures are present in the same image area. In Figure 3, the operational principle of the pixel-by-pixel scan matrix method is elucidated. The gray zone matrix depicted, which encompasses pixels   B × B  , represents the blurred image under consideration. Currently, the green zone matrix, which extends over   S × S   pixels, serves as the scanning matrix. The application of a zero-padding technique generates an augmented image of dimensions   ( 2 S + B − 2 ) × ( 2 S + B − 2 )   pixels, thus providing additional data points for analysis. Throughout the computational process, the scanning matrix navigates laterally from left to right and subsequently from the upper to lower regions of the zero-padded image. Each pixel, or computational cell, within the scanning matrix, is evaluated using a FCN/CNN model. Subsequently, the estimated value is logged into a string corresponding to that specific pixel. Upon completion of the scanning process, the value that manifests the highest estimated frequency is selected as the definitive value for the related pixel, as mathematically articulated in Equation (3). Therefore, this method provides a comprehensive pixel-wise analytical approach that potentially improves the clarity and accuracy of biomedical imaging, particularly in applications that require meticulous resolution and exact detail.


  Mode = {  x i   |  frequency  (  x i  )  = max frequency }  



(3)







Figure 4 shows examples of the estimated pixel value in the case of the de-blurred mode and the depth estimation, respectively. The de-blurring process for a   3 × 3   blurred image, depicted in yellow and processed with a   2 × 2   green kernel matrix as the output of a de-blurring model, involves four distinct sliding steps, labeled step I, II, III, and IV, as demonstrated in Figure 4A. Upon examining the pixel at coordinates (2, 2), the de-blurring sequence reveals values of 0, 1, 1, and 1 for each respective step. This effect results from the binary of the image’s training mask data, which confines pixel intensity values to either 0 or 1. Consequently, the de-blurring model’s output is binary, limited to these two values. According to Equation (3), which returns the result with the highest frequency in the set, the value of the pixel at coordinates (2, 2) is computed to be 1. Then, this procedure is systematically replicated for the remaining pixels in the   3 × 3   matrix. The Fully Convolutional Network (FCN), specifically an Attention Res-UNet, plays a pivotal role in the de-blurring and restoration of the de-blurred image. With a matrix size of   256 × 256   pixels, the FCN model analyzes the blurred image pixel by pixel, employing a one-pixel step size. This approach minimizes the effects of scattering, resulting in a clear and sharp 2D image that enhances the visibility of absorbing structures. However, the sliding process may occasionally lead to pixel deficits at the image’s edges. To address this issue and ensure uniform processing of all image regions by the FCN model, we employ the zero-padding technique. This technique intelligently pads the image’s edges with zeros, effectively extending the image’s dimensions to enable comprehensive de-blurring without compromising result accuracy.



In the case of the depth estimation process using the same   3 × 3   blurred image, processed with the identical   2 × 2   green kernel matrix as the output of a depth estimation model, the methodology also includes four sliding steps (I, II, III, and IV), as illustrated in Figure 4B. In the pixel located at the coordinates (2, 2), the computed depth estimation values for these steps are   5.0  ,   5.1  ,   5.2  , and   5.0  , respectively. These values are derived from the training data of the depth estimation model, which includes blurred images and corresponding depth labels ranging from   0.1   to   100.0   mm, in   0.1   mm increments. Therefore, the model predicts a set of depth values. Following Equation (3), the depth value of the pixel (2, 2) is determined to be   5.0   mm. This step-by-step process is applied similarly to the other pixels in the   3 × 3   matrix. The CNN model is responsible for depth estimation, a critical aspect of the 3D reconstruction process. The CNN model operates on an estimation matrix of size   224 × 224   pixels, and, similar to the FCN model, it slides through the image with a one-pixel step size. This approach enables the CNN model to analyze the depth of each pixel, facilitating an accurate estimation of the spatial distribution and characteristics of the absorbing structures.




2.3. 3D De-Blurred Structures from Limited Angle of View


Figure 5 shows the methodology underpinning the 3D reconstruction of de-blurred structures derived from a de-blurred image. As delineated in Figure 5, if images that span a complete rotation of   360 ∘   can be procured, a corresponding set of   360 ∘   de-blurred images can be achieved. These de-blurred images act as pivotal projection sources. Building upon this foundation, the well-established filtered back-projection (FBP) technique facilitates the generation of cross-sectional views and an encompassing 3D representation of the absorbing structures. Notably, this technique retains its efficacy even when the available viewing angles are constrained.



However, in the case of only one blurred image or with few angles of view, 3D reconstruction with the filtered-back-projection method cannot be done. In this case, with the depth information matrix, 3D de-blurred of absorbing structures can be done to make one view angle or multi-view angle at different angles as shown in Figure 6.



Scattering de-blurring: The initial phase involves transforming the blurred image into a sharp and clear 2D representation. Using the FCN (Attention Res-UNet) model, a systematic de-blurring process is applied to the image [31,32]. The model processes the blurred image through a   256 × 256   matrix using a pixel-by-pixel scan method. The zero-padding technique is implemented to ensure comprehensive processing of the entire image, including its edges, enhancing the 2D image to better illuminate the absorbing structures. Furthermore, the CNN model, combined with a pixel-to-pixel scanner method, is used for concurrent depth estimation and scatter de-blurring, as indicated by the red arrow in Figure 5 and Figure 6. This method utilizes a depth matrix derived from the depth estimation model and a pixel scanning method. A threshold-based approach is used, where the intensity of pixels is set to 1 if the depth matrix value is below a predetermined threshold; conversely, it is set to 0 if it exceeds the threshold. This facilitates the reconstruction of a 2D image from the depth matrix. Using the 2D image and its associated depth map, the method enables the reconstruction of a 3D image from the original 2D representation.



Depth estimation: Once the 2D image is clarified, determining the spatial depth of each pixel becomes essential. The CNN (DenseNet-169) model designed for this task employs a   224 × 224   pixel estimation matrix to analyze the de-blurred image, ascertaining the depth at each pixel [31,34]. This process yields an extensive depth map, which accentuates the spatial positioning of the absorbing structures.





3. Experiment with the Complex Structures in the Tissue-Equivalent Phantom


The feasibility and effectiveness of the proposed method were examined in an experiment with complex structures in a tissue-equivalent phantom. Figure 7 presents a schematic of the experimental system for obtaining transillumination images. The phantom was irradiated with near-infrared (NIR) light 800 nm from a laser through a beam expander and a diffuser for homogeneous illumination. Images were captured at all 360 degrees using a CMOS camera placed on the opposite side of the phantom. The image observed with the scattering medium is quite blurred compared to the image observed with the clear medium.



Figure 8 presents the normalized intensity profiles at the 150th pixel row for four images (Figure 8a–d), each scaled to   10  mm / 120  pixels  . In Figure 8a, the observed image depicts an absorbing structure in a clear medium at a 0-degree orientation, providing a baseline for comparison with the width   d = 8.17  mm  . Figure 8b illustrates the observed image of the same structure in a scattering medium, highlighting the impact of the scattering effect on the apparent width and contrast of the object, recorded at   0.7485  . As proposed in previous research, the effectiveness of scattering suppression via PSF deconvolution is demonstrated in Figure 8c, yielding a contrast value of   0.9375  . The reconstructed object’s width   d = 9.16  mm   error of   12.20  %. Using the proposed technique, Figure 8d achieves a perfect contrast of   1.00  . This result is attributed to the output of the de-blurred model and the pixel-by-pixel scanning method that produces binary values (0 and 1), with an object width   d = 8.83  mm   and an error of   8.08  %.



Figure 9 presents the normalized intensity profiles on the 350th pixel row for four images (Figure 9a–d), each scaled to   10  mm / 120  pixels  . In Figure 9a, the observed image depicts an absorbing structure in a clear medium at the 0-degree orientation, providing a baseline for comparison. Figure 9b illustrates the observed image of the same structure in a scattering medium, highlighting the scattering effect’s impact on the object’s apparent width and contrast, recorded at   0.6738  . As proposed in previous research, the effectiveness of scattering suppression via PSF deconvolution is demonstrated in Figure 9c, yielding a contrast value of   0.8667  . Employing the proposed technique, Figure 9d achieves a contrast of   1.00  .



In this study, the 3D image reconstruction process averages   88.0  s   per image. This level of performance is achieved using a computational setup that includes an NVIDIA Tesla V100 GPU, complemented by 12.0 GB of GPU memory and powered by a 16-core Intel Xeon processor. These hardware specifications, while not at the cutting edge, are chosen to demonstrate the considerations of the proposed method on commonly available equipment, making it accessible for broader medical research and diagnostic applications. This approach ensures that the method is practical not only in terms of technical performance but also in terms of its adaptability to a variety of real-world settings.



The contrast improvement ratio (CIR) [35] serves as a metric to evaluate the effectiveness of different image processing techniques across 360 rotation angles of an object, as depicted in Figure 10. The orange line in the graph represents the CIR of the deconvolution method employing the PSF function, the purple line indicates the CIR of the proposed method, and the red line signifies the percentage improvement between these two methods. A notable observation from this graph is the similar trend exhibited by both methods, particularly their lowest CIR values at the 90 and 270-degree rotation angles. This similarity in the CIR trend and specific low points at these angles can be attributed to several factors. First, these angles typically correspond to the longest path lengths through the object, potentially leading to increased scattering and reduced contrast. Second, the alignment of certain features within the object’s structure at these angles might amplify the scattering effects, further diminishing contrast. The consistency of this trend across both methods suggests that these dips in CIR are likely due to the inherent geometry and optical properties of the object rather than the limitations of the image processing techniques.



The percentage improvement metric allows for the following observations. The initial large difference at the first angle: a substantial difference in CIR at the first angle may indicate that one method significantly outperforms the other under specific imaging conditions, influenced by the initial orientation of the object relative to the imaging apparatus. Decrease to a minimum at the 90th angle: The minimum CIR at the 90th angle suggests reduced effectiveness for both methods, likely due to the structural or optical characteristics of the object that increase the scattering or reduce the contrast at this specific orientation. Increase to a maximum at the 180th angle: the peak in CIR at the 180th angle indicates a point of optimal performance for both methods, likely due to more favorable conditions for contrast enhancement. Decrease to minimum at the 270th angle and increase towards the 180th angle: The pattern of decreasing to another minimum at the 270th angle, followed by an increase towards the 360th angle, highlights the influence of the object’s orientation and imaging conditions on the performance of the methods. The cyclic nature of this pattern implies that certain angles consistently present challenges or advantages for contrast enhancement.



Figure 11 shows cross-sectional images at the mid-height of the upper object, each scaled to a resolution of   10  mm / 120  pixels  . In Figure 11a, the image obtained in a clear medium reveals an object width of   11.69   mm. Figure 11b shows the image in a scattering medium, where the scattering effects obscure the object’s dimensions. Figure 11c demonstrates the application of the erasing template technique, yielding a reconstructed object width of   12.86   mm, corresponding to an error   δ = 10.01 %  . This error suggests that while the technique is beneficial for enhancing image clarity, it may alter the perceived dimensions of the object. Finally, Figure 11d depicts the result of the proposed technique, with a reconstructed object width of   12.39   mm, and a reduced error   δ = 5.98 %  . This reduced error indicates a higher fidelity in preserving the object’s true dimensions while effectively mitigating scattering effects.



Similarly, Figure 12 shows cross-sectional images in the middle height of the lower object, each scaled to   10  mm / 120  pixels  . In Figure 12a, captured in a clear medium, the width of the object is measured at   10.89   mm. Figure 12b, taken in a scattering medium, illustrates how scattering effects can significantly obscure the dimensions of the object. The use of the erasing template technique, shown in Figure 12c, results in a reconstructed object width of   11.71   mm, with an associated error of   δ = 7.53 %  . This suggests that while the technique enhances image clarity, it might also slightly distort the object’s perceived size. In particular, the proposed technique, as seen in Figure 12d, achieves a more accurate reconstruction, producing an object width of   11.35   mm and a significantly lower error rate of   δ = 4.22 %  . This demonstrates the technique’s higher accuracy in maintaining the object’s true dimensions, despite the presence of scattering effects.



Figure 13 shows the results of the filtered back-projection method using the dataset of 360 degrees with two-level thresholds, which are common in all the figures. The internal structure, which is barely seen in Figure 13d, became visible by the proposed technique.



Figure 14 shows the results of the proposed method in a single view at 302 degrees. The 3D view of the de-blurred internal structures became visible by the proposed method.




4. Experiment with Mouse


Figure 15 shows the experimental apparatus, where a living female mouse (Slc:ICR, 20 weeks-old,   38.0   g) serves as the subject. Anesthesia was administered intraperitoneally with pentobarbital injection, ensuring immobilization and comfort of the mouse throughout the experiment. Subsequently, the mouse was securely placed within a cylindrical holder meticulously crafted from transparent acrylic resin to facilitate unobstructed observational access and light penetration. Illumination was achieved through the deployment of an 800 nm wavelength laser light, propagated through a beam expander and a diffuser to establish uniformly disseminated illumination across one side of the holder. In contrast, a CMOS camera was strategically positioned on the holder’s opposing side, enabling the capture of transilluminated images. The comprehensive capture of transillumination images was facilitated by a rotating system, which rotated the holder to acquire diverse perspectives. This methodology harbors the potential for the reconstruction of 3D images via the FBP algorithm, contingent on the successful procurement of the requisite projection images.



Figure 16a shows an ultrasound image of the kidney region in a mouse, reconstructed from 360-degree transillumination images of a mouse with the horizontal dimension of the left kidney measured at   9.20   mm. On the contrary, Figure 16b shows a cross-sectional view in which the kidney is visible in the horizontal plane. This section is reconstructed from a 360-degree illuminated image of the mouse. However, in these observed images, internal organs, such as the kidney, are barely discernible and difficult to distinguish. Figure 16c further presents the cross-sectional image reconstructed from the deconvolved images, using the sample removal technique described in a previous study [25]. In this reconstruction, the left kidney is distinguishable, with a measured width of   10.06   mm, and an associated error of   δ = 9.35 %  . Using the proposed technique, Figure 16d reveals a de-blurred image that significantly improves the cross-sectional view. The reconstructed left kidney in this image has a width of   9.00   mm, with a reduced error of   δ = 2.18 %  , demonstrating the proposed technique’s efficacy in enhancing image clarity and precision.



The stack of cross-sectional images was vertically arranged to create a 3D image. Figure 17 shows the results with different threshold levels with conventional thresholds applied. In Figure 17a, the internal structure was barely discernible, but the previous technique (Figure 17b) and the proposed technique (Figure 17c) revealed greater visibility. This enabled the identification of high-absorption organs such as the kidneys and lower sections of the liver.



Figure 18 shows two stages of 3D reconstruction imaging. Figure 18a shows the output image of the scattering de-blurring process, highlighting the significant reduction in the blurred image. Scattering effects within the image have been effectively suppressed, revealing clearer details of the absorption structures. Figure 18b illustrates the result of the 3D reconstruction imaging, combining scatter de-blurring and depth estimation. The result is a 3D reconstructed image that provides an insightful and comprehensive representation of the internal light-absorbing structures. The addition of depth estimation contributes to the spatial dimension, enhancing the ability to visualize structures within a three-dimensional context.



This experimental investigation confirmed the practicality of achieving 3D imaging for the internal light-absorbing structure of a small animal. The stack of cross-sectional images was vertically arranged to create a 3D image.



Figure 19 validates the efficacy of the CNN depth estimation model in producing clear images while using a threshold of   0.1   ( mm )   . The correlation coefficient between the de-blurred images generated through FCN and CNN is 0.9134. Concerning the width measurement, all images maintain a consistent scale of   10  mm / 120  pixels  . Specifically, focusing on the object positioned in the lower right corner of the 350th-pixel row, the actual width of the object is measured at   8.50  mm   (Figure 19a). Using the PSF function deconvolution approach (Figure 19c), the width is computed as   9.17  mm   (with an error of 7.88%). Using the de-blurring method with the FCN model (Figure 19d) yields a width measurement of   8.25  mm   (with an error of 2.94%). Meanwhile, utilizing the image reconstruction technique from the depth matrix via the CNN model (Figure 19e) results in a width of   7.92  mm   (with an error of 6.82%). These results indicate the feasibility of both the FCN model-based de-blurring and the image reconstruction from the depth matrix via the CNN model for scatter de-blurring.



Inherent limitations accompany the thresholding method used for reconstructing blurred images using CNN models, presenting a nuanced landscape of benefits and challenges. On the positive side, the streamlined utilization of a singular CNN model for image reconstruction translates into tangible reductions in costs and computational resources, while maintaining commendable accuracy and precision. However, a notable drawback emerges as a threshold is applied to the image reconstruction process. Imposing a threshold for image reconstruction with a value smaller than the threshold of black pixels diminishes the generality of the reconstruction.



Furthermore, when adequate depth information is available and a clear image is achieved after de-blurring, it becomes possible to perform a 3D reconstruction of the light-absorbing structures from a single 2D image.




5. Conclusions


This research addressed the challenging tasks of de-blurring caused by scattering, restoring complex absorbing structures, and estimating the depths of complex structures presented in the transilluminated image of biological tissue. The key contribution of our work lies in developing a pixel-to-pixel scanning method that incorporates deep learning models to provide information and depth values for a given blurred image of absorption structures with multiple depth levels. This novel approach enables us to associate various depths with each pixel and then estimate the depths of the absorbing structures in the whole image. Additionally, it should be noted that when a full viewing angle is available, this study has demonstrated the ability to reconstruct complete 3D structures, providing a comprehensive understanding of the structures within the imaged medium.



Integrating the U-Net and CNN models in the reconstruction process has yielded remarkable results. Combining the clear and de-blurred 2D image from the U-Net model with multiple depth estimations from the CNN model, we obtain a comprehensive 3D representation of the absorbing structures within the turbid medium. This multidimensional insight provides valuable information for researchers and experts and enables our understanding of the complex nature of absorption structures within turbid media and other related domains.



Although this approach leverages the capabilities of deep learning models, it is essential to acknowledge the challenges related to data size and computational power. Creating large datasets for training and conducting computationally intensive operations requires careful consideration and optimization. The expanding capability of scattering suppression and depth estimation for absorption structures in turbid mediums using deep learning, combined with our pixel-to-pixel scanning method, represents a significant achievement. This technique can be applied to the advancement of medical imaging and other related fields. Using the strengths of the U-Net and CNN models and the novel depth estimation process, researchers gain access to a powerful tool for reconstructing 3D structures from 2D images or even a single 2D image.
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Figure 1. The transillumination mode and epi-transillumination mode of the transillumination imaging. The red arrow represents the direction of the light source and the blue arrow represents the direction of the light reaching the camera during image acquisition. 
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Figure 2. Geometry for PSF as light distribution observed at the scattering medium surface in reality for transillumination imaging. The orange circle denotes the light point sources in both cases. 
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Figure 3. Principle of the pixel-by-pixel scan matrix method. The green matrix is a scanning matrix with dimensions (  S − 1  ) × (  S − 1  ) pixels, the gray matrix is a transmitted image matrix with dimensions of (B×B) pixels and the blue arrow shows the scanning direction. of the process. 
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Figure 4. Examples of the estimated pixel value in the de-blurred mode (A) and the depth estimation mode (B). The letters I, II, III, and IV represent the steps in the pixel scanning process, and the numbers in the center represent the estimated value. 
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Figure 5. Principle of 3D de-blurred structures reconstruction from a blurred image. The red arrow shows the scatter deblurring method using the CNN model. 
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Figure 6. Principle of 3D de-blurred structures reconstruction from a single 2D blurred image. 
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Figure 7. Experimental setup with the complex structures in the tissue-equivalent phantom. 
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Figure 8. Scattering suppression in transillumination imaging at 0-deg orientation with size images   530 × 530   pixels (   μ s ′  = 1.00  /mm,    μ a  = 0.01  /mm): (a) observed image in clear medium, (b) observed image in a scattering medium, (c) result using the PSF deconvolution technique, (d) result using the proposed technique, and (e) the intensity profile lines in (a–d) at the 150th pixel row. 
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Figure 9. Scattering suppression in transillumination imaging at 90-deg orientation with size image   530 × 530   pixels (   μ s ′  = 1.00  /mm,    μ a  = 0.01  /mm): (a) observed image in clear medium, (b) observed image in a scattering medium, (c) result using the PSF deconvolution technique, (d) result using the proposed technique, and (e) the intensity profile lines in (a–d) at the 350th pixel row. 
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Figure 10. The CIR in 360 angles de-blurring of deconvolution method (orange), the proposed method (purple), and the percentage improvement between the two methods (red). 
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Figure 11. Cross-sectional images at the height of the upper object in Figure 8: (a) from observed images in clear medium, (b) from observed images in scattering medium, (c) by the erasing template technique, and (d) by the proposed technique. 
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Figure 12. Cross-sectional images at the height of lower objects in Figure 8: (a) from observed images in clear medium, (b) from observed images in scattering medium, (c) by the erasing template technique, and (d) by the proposed technique. 
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Figure 13. Three-dimensional images reconstructed from transillumination images: (a) from the observed image in clear medium, (b) from the observed image in scattering medium, (c) result using the erasing template technique, and (d) result using the proposed technique. 
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Figure 14. Three-dimensional reconstructions from a single blurred transillumination image at 302-deg orientation with size image   530 × 530   pixels (   μ s ′  = 1.00  /mm,    μ a  = 0.01  /mm). (a) Reconstruction from the observed image in a clear medium; (b) reconstruction from the observed image in a scattering medium; (c) result using the proposed technique; (d) 3D view from a specific angle with depth color scale in millimeters (mm). 
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Figure 15. Experimental setup for live animal testing. The red arrow line shows the direction of the light image reaching the camera after passing through the mouse’s body. 
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Figure 16. Cross-sectional image reconstructed from 360-degree transillumination images of a mouse: (a) ultrasonic images, (b) observed images, (c) deconvoluted images, and (d) proposed technique. 






Figure 16. Cross-sectional image reconstructed from 360-degree transillumination images of a mouse: (a) ultrasonic images, (b) observed images, (c) deconvoluted images, and (d) proposed technique.



[image: Applsci 14 01689 g016]







[image: Applsci 14 01689 g017] 





Figure 17. Three-dimensional images reconstructed from 360-degree transillumination images of a mouse: (a) observed images, (b) deconvoluted images, and (c) proposed technique. 
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Figure 18. Three-dimensional image reconstructed using the proposed technique from a single blurred image with depth color scale (mm) with (a) the scattering de-blurring process and (b) result of the 3D reconstruction.. 
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Figure 19. Evaluating the feasibility of scatter de-blurring using the CNN model: (a) from the observed image with clear medium, (b) from the observed image with scattering medium, (c) result using the deconvoluted technique, (d) result using the FCN model, and (e) result using the CNN model with    threshold depth  ≥ 0.1  . 
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