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Abstract

:

The real-time operational safety of in-service bridges has received wide attention in recent years. By fully utilizing the health monitoring data of bridges, a structural abnormal pattern detection method based on data mining can be established to effectively ensure the safety of in-service bridges. This paper takes a large-span arch bridge as the research object, analyzes the time-based variation of the main monitoring data of the structure, establishes Lasso regression models for load characteristic indicators and vertical bending fundamental frequency of the structure under different time scales, and uses the residuals of the Lasso model to indicate the structural state and identify abnormal patterns. Firstly, the monitoring data of bridge structural temperature, girder end displacement, and girder acceleration were analyzed, and the interrelationships were studied to extract characteristic parameters of structural load characteristics and structural frequency. Then, the time-varying patterns of structural response were analyzed, and Lasso regression models and their regression variables were discussed based on monitoring data under two different time scales: daily cycle and annual cycle. The abnormal pattern detection method for bridge structures was developed. Finally, the effectiveness of this method was verified by taking the bridge deck pavement replacement as the abnormal pattern. The research results indicate that the proposed bridge structure abnormal pattern detection method based on Lasso regression can effectively monitor changes in the state of the bridge, and the residual dispersion of the model established on the annual cycle scale is relatively smaller than that on the daily cycle scale, resulting in better abnormal detection performance.
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1. Introduction


In China, there is a massive number of bridges, and many of the large-span bridges serve as core nodes in the road network, holding significant importance for economic development. To ensure the structural safety of these large-span bridges, many important bridges have been equipped with structural health monitoring (SHM) systems of varying complexity [1,2]. However, currently, the immense data collected by these SHM systems are not fully utilized, and the goals of achieving real-time monitoring of structural conditions and detection of abnormal patterns still remain challenging tasks [3,4].



One of the primary objectives of structural health monitoring of bridges is to achieve real-time monitoring of the structural condition by conducting in-depth analysis of the data collected through sensors and subsequently identifying abnormal patterns such as structural damage [5,6]. Since the last century, numerous studies have been carried out on abnormal pattern detection methods based on structural monitoring data [3,7,8]. In these studies, the indexes used to identify anomalous modes included frequency, vibration pattern, and modal strain energy, among others [9,10,11]. However, the validity of these indexes has only been proven in easily controlled environments like numerical simulation or laboratory experiments, and their application to in-service bridges is limited. As research progresses, there is increasing focus on analyzing the long-term evolution pattern of structural monitoring data and the correlation among the data. This data-driven approach aims to extract the mapping relationship between inputs and outputs, thus providing a basis for assessing the structural condition [12].



Most of the data-driven research on the static characteristics of structures starts from the perspective of the correlation between load and static response and aims to construct indicators that are insensitive to structural conditions. Li et al. constructed a feature quantity that is only related to the lateral position of vehicles by using the ratio of the cable tension upstream and downstream of a bridge, which enables the identification of cable breakage [13]. Yang et al. conducted a study on the identification of cable tension based on the vibration amplitude of cable-stayed bridges and suggested using time intervals with relatively small amplitude and stable vibration for cable tension identification [14]. Tian et al. used a BiLSTM model to establish the mapping relationship between the deflection of the main girder and cable tension and employed the deflection information to identify abnormal cable tension [15]. In addition, there is a high linear correlation between the longitudinal deformation of the main girder and temperature, with the main beam showing a tendency to elongate with increasing temperature [16]. This characteristic can be utilized for structural abnormality detection.



The research progress in the field of structural dynamic characteristics is not significant. This is because the on-site environment of the structure changes, and its dynamic characteristics also vary over time. At the same time, wind action, traffic load, and temperature action, as the main influencing factors, also vary over time [17,18,19]. Therefore, the detection of abnormal structural dynamic characteristics needs to firstly eliminate the normal variation component caused by variable action. Hang et al. proposed an abnormality detection method that integrates kernel canonical correlation analysis and cointegration theory to deal with the nonlinearity of monitoring data in practical engineering [20]. Wang et al. used a method based on the Bayesian framework to achieve data component separation and structural state identification [21]. Zhou et al. analyzed the quantitative and transfer relationships between on-site environment and bridge modal frequency, reduced the variability of bridge modal frequency, and highlighted the frequency changes caused by an abnormal structural state [22]. Lu et al. achieved integrated signal decomposition and modal parameter identification using improved EMD and COV-SSI methods [23].



In recent years, machine learning methods have been heavily utilized for structural abnormal pattern recognition. These methods mainly include sparse Bayesian learning methods and deep convolutional neural network methods. Hou et al. utilized sparse Bayesian learning methods to improve the robustness of structural damage recognition [24]. Xie et al. introduced the Laplace prior probability model into sparse Bayesian learning, obtaining a more efficient computational model for structural damage recognition and reducing the model’s limitation relating to the dataset [25]. Oh et al. defined the residual as the structural damage indicator by comparing the predicted output of the convolutional neural network with the true response in the healthy state of the structure [26]. Ren et al. proposed a method combining Kriging and Artificial Neural Networks to build an evaluation model and improve its prediction accuracy [27]. However, the current methods for identifying abnormal states in structural dynamic characteristics all have their own limitations, and many of the applications for identifying anomalies in structural dynamic characteristics have not been tested in practical bridges. Further research is still needed in this area.



In order to ensure the structural safety of in-service bridges, this paper conducts research on a structure abnormal pattern detection method based on real-time health monitoring data analysis. Taking a large-span arch bridge as the research object, the paper analyzes the temporal variation patterns and correlation relationships of the monitoring data, extracts characteristic indicators, and establishes Lasso regression models and their regression variables considering the characteristics of the monitoring data under different time scales. Based on the regression residuals, a bridge structure abnormal pattern detection method is proposed, and verification analysis is conducted in combination with practical cases.




2. Description of Arch Bridge and Monitoring Data


This paper takes a large-span arch bridge as the research object. The span arrangement of this large-span arch bridge is   ( 100 + 450 + 100 )   m, with a slenderness ratio of   1 / 5   and a total width of   45.8   m. The structural form is a center-supported steel beam composite system, with the side span arch ribs and the middle span arch ribs in the same plane, and a lateral inclination ratio of 1:5. The arch ribs are connected by transverse braces and K-braces to form a strong lateral bending rigidity to resist the wind load in the transverse direction of the bridge. The stiffening girders are supported on the arch ribs by suspender rods or pillars, and the two ends of the middle span stiffening beam are supported on the transverse girder at the intersection of the middle span arch ribs. The end supports are longitudinal sliding supports with transverse limit supports and longitudinal dampers. The side span stiffening girders are fixed to the arch ribs at the intersection of the middle span and the side span. Powerful horizontal tension members are arranged between the transverse girders at the ends of the main bridge to balance the horizontal thrust of the middle span arch ribs.



Due to its importance as a major cross-river road, the bridge carries a huge traffic volume and suffers from serious overload. In order to continuously monitor the on-site environment and structural status of the bridge, a comprehensive SHM system has been installed; the main sensor layout is shown in Figure 1. Among the sensors, A1∼A15 are accelerometer sensors, T1∼T28 are temperature sensors, and D1∼D4 are beam displacement sensors.




3. Lasso Regression Theory


When there is only one main influencing factor (independent variable) for the outcome (dependent variable), the variation can be explained using the theory of simple linear regression. However, in research on real-world problems, the variation of the dependent variable is often influenced by several important factors (independent variables). In such cases, it is necessary to use two or more influencing factors as independent variables to explain the changes in the dependent variable. This is known as multiple regression. When there is a linear relationship between multiple independent variables and the dependent variable, the regression analysis conducted is called multiple linear regression. Assuming that a dependent variable   y i   is influenced by k independent variables,    x 1  ,  x 2  , … ,  x k   , the basic equation of a multiple linear regression model is:


   y i  =  ω 0  +  ∑  j = 1  k   x  i j    ω j   



(1)




where   ω j   is the partial regression coefficient,   ω 0   is the intercept, and k is the number of independent variables. The values of   ω j   and   ω 0   can be obtained using the ordinary least-squares method (LSM) by setting the partial derivative of the objective function in Equation (2) to zero. The objective function is defined as the sum of squared residuals, which is the difference between the true response and the predicted response.


  a r g m i n  ∑  i = 1  N    (  y i  −  ω 0  −  ∑  j = 1  k   x  i j    ω j  )   2    



(2)




where N represents the total number of samples.



To enhance the nonlinear fitting capability of the regression model, it is common to add higher-order terms of the initial variables X and then transform it into a linear regression problem for solving. However, this approach poses issues; artificially selecting the number of input variables and increasing the feature dimensionality can result in multicollinearity among variables and the introduction of non-important variables. Therefore, it can lead to overfitting and excessive variance in parameter estimation when directly using ordinary LSM to compute the parameters   ω j   and   ω 0  .



This paper uses Lasso (Least Absolute Shrinkage and Selection Operator) regression to solve the problems of overfitting and excessive parameter estimation variance [28]. Lasso regression is a sparse statistical learning method that adds a penalty term (regularization term)   L 1   to the objective function of conventional least-squares solving, as shown in Equation (3). Its Lagrange equivalent form is shown in Equation (4).


  a r g m i n  {  1  2 N    ∑  i = 1  N    (  y i  −  ω 0  −  ∑  j = 1  k   x  i j    ω j  )  2  }  , s . t . ∑  |  ω j  |  ≤ t  



(3)






  a r g m i n {  1  2 N    ∑  i = 1  N    (  y i  −  ω 0  −  ∑  j = 1  k   x  i j    ω j  )  2  + λ  ∑  j = 1  k  |  ω j  | }  



(4)




where t and  λ  are both regularization coefficients, and they have a one-to-one correspondence. The sizes of t and  λ  determine the complexity of the Lasso regression model. Generally speaking, the larger the value of t (smaller  λ ), the more complex the Lasso regression model; conversely, the smaller the value of t (larger  λ  ), the simpler the Lasso regression model. A simpler Lasso model implies that the model requires sparser feature coefficients as input. A larger  λ  can easily lead to overfitting of the regression model, while a smaller  λ  can easily lead to underfitting. Therefore, it is necessary to determine an appropriate value of  λ  to establish a suitable Lasso regression model [29].



Since  λ  is a hyperparameter, it cannot be obtained during the training of the regression model and needs to be manually specified. However,  λ  has a significant impact on the performance of the Lasso regression model, and it is crucial to select the optimal value when building the Lasso regression model. This paper uses cross-validation techniques to determine the value of  λ . Taking k-fold cross-validation as an example, the dataset is divided into k groups, with one group serving as the validation set and the remaining   ( k − 1 )   groups as the training set. Different values of  λ  are used to train the Lasso regression model on the training set, and the predictive ability of the model is evaluated using the validation set. This process is repeated k times to obtain the mean squared error for a specific  λ , as shown in Equation (5).


  M S  E j  =  1 h   ∑  i = 1  h    (  y i  −   y i  ^  )  2   



(5)




where   h = N / k  , and    y i  ^   represents the estimated value of the response   y i  .



The mean squared error (MSE) of the cross-validation can be obtained by taking the average of the MSEs of the k-fold cross-validation, as shown in Equation (6).


  C V  ( p )  =  1 k   ∑  i = 1  k  M S  E j   



(6)







In theory, the optimal value of  λ  for establishing the Lasso regression model can be chosen as the value corresponding to the minimum mean-squared error of the cross-validation. However, it is also necessary to consider the complexity of the regression model and the prediction accuracy based on the specific problem. It is generally recommended to select the  λ  value corresponding to the minimum mean squared error plus one standard deviation as the final parameter. This is because, as  λ  increases, the regression coefficients become sparser. Without significantly increasing the prediction error, it is preferable to choose larger  λ  values.




4. Monitoring Data Analysis


4.1. Temperature Effect Analysis


Based on the monitoring data from the SHM system of this bridge, this paper compared the temperatures of various components of the girder and arch rib over two consecutive days in different seasons, as illustrated in Figure 2. Specifically, Figure 2a depicts the temperature variations of the bridge during summer, whereas Figure 2b illustrates the temperature fluctuations during winter. From the figures, it can be seen that the temperature distribution of the girder and arch rib is relatively uniform under the influence of solar radiation. This is because the bridge is made of steel, which has fast heat conduction. Among the six temperature measurement points under direct sunlight, except for the temperature of the right side of the girder’s top plate and the right side of the arch rib, the overall temperature variation of the measurement points is basically synchronized, and there is a significant temperature difference between day and night.




4.2. Structural Acceleration and Gross Vehicle Weight Data Analysis


Considering the poor continuous operation characteristics of the weigh-in-motion (WIM) system, this paper uses the root mean square (RMS) of the measured structural acceleration as the equivalent traffic load to ensure the quality of data analysis. The scatter plot of the structural acceleration RMS and the WIM data is shown in Figure 3. From the figure, it can be seen that there is a correlation between the gross vehicle weight (GVW) and the structural acceleration RMS. In particular, Figure 3b shows a more obvious correlation compared to Figure 3a because Figure 3b does not include GVWs of less than 5 tons. Although there are many small vehicles with GVWs of less than 5 tons, and they account for a large proportion of the total number of vehicles, their influence on the structural frequency is small, and their contribution to the structural acceleration RMS is not significant, so they can be removed from the analysis process. The above analysis indicates that using the acceleration RMS as the equivalent traffic load is feasible.




4.3. Longitudinal Displacement Analysis


This paper presents a statistical analysis of the longitudinal displacement data of the girder along with the temperature data of the girder bottom plate. The results are shown in Figure 4. From the figure, it can be seen that there is a strong linear correlation between the longitudinal displacement of the side span girder (at DT3 and DT4) and the temperature of the girder bottom plate. However, the linear correlation between the longitudinal displacement of the middle span girder (at DT1 and DT2) and the temperature of the girder bottom plate shows an increased level of dispersion. This is because the side span girder of the structure, under the action of tension rods, experiences a force state similar to that of a cable-stayed bridge, while the middle span girder experiences a force state similar to that of a suspension bridge. Therefore, the middle span girder undergoes longitudinal oscillations under the influence of vehicle loads, which increases the dispersion in the results of the correlation analysis. This also indicates that the longitudinal displacement of the girder is not only related to the thermal expansion and contraction of the bridge components but also to the force state of the components.




4.4. Structural Frequency Analysis


During the service of bridge structures, they are significantly influenced by the on-site environment, and their dynamic characteristics also change over time. In this paper, the NexT + ERA algorithm is used to identify the vertical bending frequency. The results are shown in Figure 5, where the second-order vertical bending frequency represents the structural vertical fundamental frequency.



From Figure 5, it can be seen that the structural frequency varies due to the effects of the on-site environment, loading conditions, and structural performance. The interaction between piles and soil significantly influences the structural frequency [30]. However, this paper fails to address the impact of pile–soil interaction on the structural frequency because the main focus of this paper is the changes in structural frequency. Furthermore, the magnitude of the changes in different-order frequencies over time is not the same. It is difficult to determine the structural state in practical engineering by using a fixed threshold.





5. Lasso Regression Model Based on Monitoring Data


Based on the analysis of the SHM data, this paper further explores the correlations between various types of data. Specifically, the power spectral density (PSD) of equivalent traffic load, structural temperature, and structural vertical fundamental frequency were analyzed separately. The results are shown in Figure 6. In this paper, the horizontal axis of the PSD has been adjusted from frequency to period (the inverse of frequency) to emphasize the impact of long-period components at lower frequencies. From the figure, it can be observed that there are two different periodic components present in the equivalent traffic load, structural temperature, and structural vertical fundamental frequency, namely, 24 h and 8192 h. These two periods correspond to different time scales: 1 day and 1 year, respectively. Therefore, based on these two different time scales, a quantitative model for the relationship between load and structural vertical fundamental frequency is established in this paper.



According to the basic theory of Lasso regression algorithm and bridge monitoring data, this paper establishes two different time scales for the Lasso regression models: daily cycle and annual cycle. The input variables for the Lasso regression model of structural temperature are shown in Table 1. The input variables for the Lasso regression model of equivalent traffic load are shown in Table 2.



Based on the aforementioned methods for solving the Lasso model parameters, this paper employs cross-validation techniques to calculate the MSE and standard deviation of the Lasso regression model at different  λ  values. Taking into account the complexity and fitting accuracy of the Lasso regression model, the values of  λ  for the daily and annual scales of the Lasso regression model are determined separately, as shown in Figure 7. Once the values of  λ  are determined, the Lasso regression models can be established based on the SHM data.



In order to further improve the prediction accuracy of the Lasso regression model, this paper utilizes machine learning methods based on the monitoring data of the bridge to train and validate the model. Specifically, the monitoring data from 17 March 2016 to 31 December 2018 are selected as the training set, and the monitoring data from 1 January 2019 to 31 December 2019 are selected as the test set. The Lasso regression models trained by machine learning are used to predict the residuals in the test set at different time scales, as shown in Figure 8. From the figure, it can be observed that the Lasso regression model under the annual cycle scale has less prediction dispersion, while the Lasso regression model under the daily cycle scale has more prediction dispersion. In other words, as the time scale decreases, the prediction results of the Lasso regression model are more influenced by random factors, and the degree of residual dispersion also increases significantly.



The paper also compares the total residuals obtained from Lasso regression analysis of the vertical fundamental frequency with the distribution characteristics of the original data in order to evaluate the distribution condition of the data after regression and analyze the differences between the two. The results are shown in Figure 9. As can be seen from the figure, after regression analysis, the normal variation components of the structural frequency caused by load and environmental effects are eliminated. The distribution width of the frequency prediction residuals is narrower compared to the original data, and its standard deviation is reduced by more than   25 %   compared to the original data, which is more conducive to judging the structural condition.




6. Abnormal Pattern Detection: Case Study


Due to this bridge undergoing pavement replacement work in March 2020, with half of the bridge deck still open to traffic during the replacement process, this paper will use the data collected during this period as abnormal patterns of the bridge structure to validate the proposed abnormality detection method and its effectiveness. When using the   3 σ   criterion as the upper- and lower-limit values for the normal state of the structure, the results of the recognition of the abnormal event of bridge deck pavement replacement using the previous Lasso regression model are as shown in Figure 10.



As can be seen from Figure 10, both the daily- and annual-scale Lasso regression models can identify the abnormal patterns of the structure. However, the Lasso regression model under the annual scale has a smaller dispersion of regression residuals, indicating that the Lasso regression model on the annual scale is more sensitive to overall changes in the bridge structure and can more effectively identify abnormal patterns.



In conclusion, this paper suggests that, in practical engineering applications, a Lasso regression model on an annual scale should be established to identify abnormal patterns of the structure by utilizing the SHM data.




7. Conclusions


Based on SHM data, this paper analyzes the time-varying characteristics and correlations between structural temperature, equivalent traffic load, and structural vertical frequency. Lasso regression models under different time scales for identifying abnormal patterns are established and verified using a large-span arch bridge. The conclusions obtained were as follows:




	1.

	
For this bridge, the equivalent traffic load can be replaced by the RMS of the structural acceleration;




	2.

	
The temperature of the steel bridge structure changes uniformly, without any noticeable temperature lag in different structural components. There is a good linear relationship between the longitudinal displacement of the girder and the structure temperature, which can serve as an important basis for evaluating the performance of expansion joints;




	3.

	
It is feasible to eliminate the normal time-varying components of the structural characteristics by establishing a relationship between the action and structural characteristics;




	4.

	
The power spectral densities of structural temperature, equivalent traffic load, and structural vertical frequency exhibit two different periodic components, 24 h and 8192 h, corresponding to the daily and annual cycle scales, respectively;




	5.

	
Lasso regression models established based on frequency residuals under both daily and annual cycle scales can all identify structural abnormal states, but the predictive performance of the Lasso regression model under the annual cycle scale is better.









A further future research proposal is to consider the influence of pile–soil interaction on the structural frequency and extract indicators that are more sensitive to the structural state. Furthermore, it is necessary to study whether damage indicators established based on structural frequency are applicable to small- and medium-span bridges.
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Figure 1. Layout of the sensors. 
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Figure 2. Temperature monitoring data. (a) Heating. (b) Cooling. 
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Figure 3. Scatter plot of acceleration by RMS and GVW. (a) All GVWs. (b) GVWs of more than 5 tons. 
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Figure 4. Scatter plot of girder displacement and girder bottom plate temperature. (a) Girder displacement at DT1. (b) Girder displacement at DT2. (c) Girder displacement at DT3. (d) Girder displacement at DT4. 
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Figure 5. Structural frequency. 
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Figure 6. Power spectral density of structural response and fundamental frequency. 
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Figure 7. Cross-validated MSE of Lasso fit. (a) Daily cycle. (b) Annual cycle. 
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Figure 8. Predictive residual on test set. 
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Figure 9. Comparison before and after establishing Lasso regression model: (a) total residual, (b) original structural frequency. 
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Figure 10. Structural abnormal pattern recognition results. 
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Table 1. The structural temperature variables of the Lasso regression model under different time scales.






Table 1. The structural temperature variables of the Lasso regression model under different time scales.





	Time Scale
	Structural Temperature Variables
	Explanation





	Daily cycle
	        x  i − a   t p c − d   ,  x  m − b   t − d         ( i = 1 ∼ 6 , m = 1 ∼ 8 )       ( a = 0 ∼ 12 , b = 0 ∼ 12 )       
	  x i  t p c − d    represents the first-order term of the principal component;   x m  t − d    represents the first-order term of the m-th temperature measurement point. a and b represent frequency lag time (unit: hours). In other words,   x  i − a   t p c − d    is shifted an hour later than   x  i − 0   t p c − d   .



	Daily cycle
	        x  i j − a   t p c − d   ,  x  m n − b   t − d         ( i = 1 ∼ 6 , j = 1 ∼ 6 )       ( m = 1 ∼ 8 , n = m ∼ 8 )       
	  x  i j   t p c − d    represents the second-order term of the principal component;   x  m n   t − d    represents the second-order term of the m-th temperature measurement point.



	Daily cycle
	        x  i j k − a   t p c − d   ,  x  m n s − b   t − d         ( i = 1 ∼ 6 , j = 1 ∼ 6 )       ( k = j ∼ 6 , m = 1 ∼ 8 )       ( n = m ∼ 8 , s = n ∼ 8 )       
	  x  i j k   t p c − d    represents the third-order term of the principal component;   x  m n s   t − d    represents the third-order term of the m-th temperature measurement point.



	Annual cycle
	   x 1  t p c − y    
	  x 1  t p c − y    represents the first-order term of the principal component of the annual cyclic temperature variables.



	Annual cycle
	   x 11  t p c − y    
	  x 11  t p c − y    represents the second-order term of the principal component of the annual cyclic temperature variables.



	Annual cycle
	   x 111  t p c − y    
	  x 111  t p c − y    represents the third-order term of the principal component of the annual cyclic temperature variables.










 





Table 2. The equivalent traffic load of the Lasso regression model under different time scales.
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	Time Scale
	Equivalent Traffic Load
	Explanation





	Daily cycle
	       x i  a − d        ( i = 1 ∼ 3 )       
	  x i  a − d    represents the first-order term of the RMS of the acceleration.



	Daily cycle
	       x  i j   a − d        ( i = 1 ∼ 3 , j = i ∼ 3 )       
	  x  i j   a − d    represents the second-order term of the RMS of the acceleration.



	Daily cycle
	       x  i j k   a − d        ( i = 1 ∼ 3 , j = i ∼ 3 , k = j ∼ 3 )       
	  x  i j k   a − y    represents the third-order term of the RMS of the acceleration.



	Annual cycle
	       x i  a − y        ( i = 1 ∼ 3 )       
	  x i  a − d    represents the first-order term of the RMS of the acceleration under annual cycle.



	Annual cycle
	       x  i j   a − y        ( i = 1 ∼ 3 , j = i ∼ 3 )       
	  x  i j   a − y    represents the second-order term of the RMS of the acceleration under annual cycle.



	Annual cycle
	       x  i j k   a − y        ( i = 1 ∼ 3 , j = i ∼ 3 , k = j ∼ 3 )       
	  x  i j k   a − y    represents the third-order term of the RMS of the acceleration under annual cycle.
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