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Featured Application: Thermal Storage in Off-Grid Industrial Applications has provided a reli-
able energy supply solution for high solar potential areas, such as mining and production pro-
cesses that require stable energy consumption.

Abstract: This paper presents a numerical model for thermal energy storage systems’ design, de-
velopment, and feasibility. The energy storage was composed of a tank that stores phase change
material (AlSi12) and internal pipes with heat transfer fluid (Cerrolow 117), coupled to a power
block to dispatch electrical energy on a small scale for off-grid industrial applications. Subsequently,
the evolution of the temperature in charge/discharge cycles, temperature degradation, and storage
efficiency was determined with the appropriate magnitudes and behavior through the resolution
of a numerical model. In addition, for the proposed electric power generation plant for an off-grid
pumping system in the mining industry of Chile, a numerical model was developed using the finite
volumes method to simulate the thermocline performance. As a result, the temperature history
reflects stable thermal behavior, low degradation, and high efficiency of approximately 92%, with a
storage time increasing up to 13 [h] and 384.8 [kWh] capacity. Also, implementation was feasible
on a small scale due to its compact, modular, and economically competitive characteristics in a
concentrated solar power plant. Finally, the proposed design was proven to be an accurate and
reliable alternative for small-scale off-grid mining applications.

Keywords: energy storage; numerical model finite volumes method; mining applications; storage
efficiency; phase change material

1. Introduction

Currently, several systems and processes require electricity 24 h a day all week and
are supplied with energy through diesel or conventional generators [1,2], specifically when
these systems are off-grid. Power generation using conventional technologies involves
fossil fuel transport logistics, potential spills, on-site operators, ongoing maintenance,
and high CO2 emissions [3]. In various industries, increase in sustainability is sought
for this type of project by implementing renewable energy systems (RES) [4]. However,
the inconvenience of variable generation [5,6], such as installing a photovoltaic cell site
depending on the level of radiation during the day and zero at night, has kept them without
the possibility of a 100% renewable, reliable, and clean electricity supply. To successfully
address the implementation of variable renewable energy (solar or wind) in this type of
project, it is necessary to integrate an energy storage system that can be electrochemical
(batteries), mechanical (compressed air, hydro-pumping), chemical (hydrogen, methane,
ammonia), thermal, or electromagnetic [7].
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Thermal energy storage (TES) has emerged as one of the cheapest and most practical
alternatives [8–10]. In these cases, its low cost per kWh of capacity and duration of storage
is essential, reaching up to 16 continuous hours in some designs [11]. The operation was
based on heating a material medium, and later, the TES was used directly to generate
electrical energy [12].

It is currently being applied in various industries such as industrial heating, domestic
hot water, chemicals, food, and Concentrated Solar Power (CSP) [13–15]. The latter has
allowed accelerated development and research in TES, considering various types and clas-
sifications to achieve the best cost–efficiency ratio [16,17]. The most used and commercially
applied configuration consists of a sensible heat storage system, distributing the cold heat
transfer fluid (HTF) in one tank and the hot one in another, constituting two separate
tanks [18]. However, this system incurs high capital costs for its construction materials,
operation on large volumes of HTF, and maintenance of multiple devices [19]. For this
reason, particular interest has been taken in developing systems that use a single tank,
where the hot and cold HTF are naturally separated into fluid layers due to the buoyant
force, giving rise to a temperature stratification called thermocline [20]. This configuration
can be achieved through a porous bed thermocline formed between the HTF and a solid
particulate fill material or a thermocline with structured solid material.

On the other hand, the TES mechanism can be used in three ways: sensible, latent,
or thermochemical [18]. Until now, thermochemical heat storage has been investigated
in laboratories, while sensible heat storage has been used in industrial applications [21].
However, latent heat storage is a superior technology due to the high energy density of the
phase change materials (PCMs) used, as shown in [22].

Combining a structured thermocline configuration and a PCM storage material offers
high potential for developing small-scale, compact, high-efficiency off-grid thermal storage
systems. In this sense, one of the most promising alternatives for designing a thermal
storage system is a porous bed thermocline tank [20], combining HTF and inert granular
material. Indeed, it introduces a considerable cost reduction by minimizing the volume
occupied by the HTF. However, despite its proven potential, a critical concern has pre-
vented its implementation in commercial plants and compromises the system’s structural
integrity [23]. This challenge is related to the phenomenon known as “thermal ratcheting”,
caused by the settlement of solid particle fill within the tank.

Structured thermocline tanks were proposed as a viable solution to this problem. The
authors [24] present a numerical study on the performance of two structures made of con-
crete: parallel plates and blocks with multiple tunnels. Similarly, the author [25] developed
an effective numerical model for heat transfer between HTF interacting with filler material.
Subsequently, they extend their application to a multi-tunneled blocky thermocline [26],
introducing a modified heat transfer coefficient that corrects the lumped systems analysis
for this structure. Finally, the study of [27] showed the corrected coefficients for the same
structure and the parallel plate and rod bundle configurations.

On the other hand, Ref. [28] analyzed the economic viability of the parallel plate
configuration, concluding that the system costs increase by 9% and the thermal efficiency
decreases by 7%, compared to a porous bed thermocline tank. Finally, the thermal efficiency
for the porous bed and the three mentioned structures in concrete material was presented
by [24], concluding that the structured configurations can equal or exceed the efficiency of
the porous bed configuration through small characteristic lengths. It involved a small-sized
tank and materials with better thermal properties.

In other studies, Refs. [29,30] proposed using PCM of different alloys to store thermal
energy in industrial processes. Likewise, Refs. [31,32] investigated high-temperature latent
heat storage, which has increased attention owing to its potential to integrate renewable
energy sources.

Studies dedicated to the numerical and experimental optimization of TES have shown
great interest in the scientific public. For example, using conjugate heat transfer analysis,
Ref. [33] evaluated the impact of critical parameters and flow conditions on latent heat
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TES systems. Also, Ref. [34] optimized the latent heat and melting temperature values of
multilayer PCM in thermocline tanks for CSP plants.

Considering the advances in thermal storage systems coupled with CSP technology,
the main objective was to investigate the application of the system in a case study where
a constant supply of off-grid electrical energy was required on a small scale. Currently,
the study case depends on generator sets or hybrid systems using diesel fuels instead of
RES. As a result, the proposal consists of a numerical model assessment of the design of
a block-structured thermocline TES system with multiple tunnels based on base change
material using CSP.

The document presents a novel numerical model for designing a thermal energy
storage system with multiple tunnels using phase change material tailored explicitly for
off-grid industrial applications like mining in Chile. This system showcases a structured
thermocline tank configuration that addresses thermal ratcheting issues, ensuring struc-
tural integrity. The innovation lies in its application to small-scale off-grid operations,
demonstrating stable thermal behavior, low degradation, and high efficiency (~92%) over
significant storage times (up to 13 h) and capacities (384.8 kWh). Its compact, modular, and
economically competitive design further highlights the originality of the model, making it
a viable option for concentrated solar power applications in remote mining operations.

2. Materials and Methods
2.1. Model Configuration

Several simplified models have been built to optimize and deliver approximate results
satisfactorily. They can be classified according to dimensions and work phases. One-
dimensional (1D) models consider the tank flow uniform and in the axial direction. The
possibility of eddies or turbulence in any plane or radial movement of the fluid was not
considered. In the case of two-dimensional (2D) models, they consider the variation of
temperature and velocity in the axial and radial directions, constituting an axisymmetric
problem. It implies that the circumferential motion from one radius to another does not
change. The possibility of eddies or turbulence in the radial plane was evaluated, but in
the horizontal plane, they are negligible.

On the other hand, three-dimensional (3D) models consider the variation of tem-
perature and velocity in the axial, radial, and circumferential directions. It is the most
comprehensive solution. In addition, double-phase models (2P) evaluate the temperature
of the solid and the fluid in each element. They are considered complex and capable of
evaluating the temperature of the wall. Similarly, the one-phase models (1P) evaluate an
equivalent temperature, the average temperature between the wall, the fluid, and the solid,
in each spatial element. Generally, the 1D-2P or 1D-1P models are usually developed for
energy considerations.

Schumann’s model [35] was the first formulation to give a mathematical solution to the
equations that govern the heat transfer rate between a fluid and a solid fill material when the
former flows through the latter, heating or cooling itself. However, the model has presented
an analytical approach without addressing the experimental application of the theory.
Later, Ref. [36] presented a 1D-2P model, implementing it through exact equations from
Schumann. This mathematical model was validated through experimental results from a
pilot TES and scaled with a thermocline. It is to study practical and operational problems,
such as the compatibility of molten salt with mechanical components, among others.

Other more complex models were developed by [27,37], considering the two-dimensional
problem. In these cases, the models evaluate the behavior of a TES thermocline. The tank
was considered a perfect vertical cylinder containing the porous medium. Furthermore,
the transient governing equations for heat transfer and fluid dynamics divide axially into
discs and radially into tank rings. Finally, a 1D-2P-type model was presented by [38], with
the particularity that the governing equations were reduced to their dimensionless form.
This way, a direct solution to the discrete equations was provided without considerable
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computing power. With its numerical solution, this method was proven to be a fast, efficient,
and accurate algorithm.

2.2. Numerical Model

The present study developed a numerical solution to the dimensionless governing
equations from [38], discretizing with the finite volume method. Subsequently, the reso-
lution was implemented in MATLAB R2018b software, which can generate periodic and
graphical results on the thermal behavior of any previously described thermocline tank
configuration. Finally, based on the generation of results, the model was validated by
comparing it with experimental data published by [36].

First, solving the two characteristic equations with two unknowns is required, which
connect at the intersection of time and space. The first is the dimensionless governing
equation for heat transfer in the HTF, and the second is the energy balance produced in the
solid material. The temperatures of solid material and the HTF are obtained at each tank
point of a time interval. It is important to note that, considering that heat losses from the
tank to the environment are negligible, the equilibrium temperature of a process (load or
unload) is automatically the initial condition of the following process.

2.2.1. Transient Term of the Energy Balance for the HTF

The terms were discretized in transient analysis using an implicit method [39]. The
scalar equation of transport in a steady state with the variables of momentum, energy, and
turbulence can be written according to the following equations:

AijUj = Fi, (1)

∂δ

∂k
=

δnew − δold

∆k
, (2)

(
Aij + Bii

)
Unew

j = Fi + BiiUold
j , (3)

Bii =
1

∆k

∫
nidk, (4)

where Aij contains the discrete advection and diffusion terms of the governing equations.
Uj is the vector solution or values of the dependent variables. Fi represents the resolution
matrix for heat transfer fluid. Bii contains the matrix of conductive terms.

Furthermore, it is essential to incorporate the time term of the energy balance for the
HTF in the numerical model. Therefore, it is necessary to define the time derivative using
finite differential equations, leaving the equation:

∂Θ f

∂Ψ
=

Θ f ,j+1 −Θ f ,j

∆t
, (5)

From this equation, it is possible to express the equation in an extended form according
to the following equation:

1
Λ

(
Θr,j+1 −Θ f ,j+1

)
+

1
2∆x
·

Θ f ,0
0
...

 =
Θ f ,j+1 −Θ f ,j

∆t
+ E ·Θ f ,j+1, (6)

2.2.2. Temporary Term of the Energy Balance for the Solid Material

A similar procedure was carried out for the solid material side in this case. First,
finite differential equations define the time derivative. Then, the analogous replacement
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in the corresponding government equation and rearrangement of the terms are carried
out, leaving:

Θr,j+1 −Θr,j

∆t
= −H

Λ

(
Θr,j+1 −Θ f ,j+1

)
, (7)

2.2.3. Energy Balance Time Terms for PCM Configuration

Firstly, it is necessary to consider a slight change in the energy balance for the HTF,
corresponding to the replacement of the temperature of the solid material by the aver-
age temperature between the HTF and the PCM material in the phase change process
(melting point).

Fpcm = A ·Θ f ,j+1 ↔ A−1 · Fpcm = Θ f ,j+1, (8)

Fpcm =
1
Λ
(Θm) +

1
∆t

(
Θ f ,j

)
+

1
2∆x
·Π, (9)

Regarding the term energy balance of the PCM material, considerable modifications
related to the quantification of the fusion energy of the material were adopted together
with the inclusion of the liquid mass ratio concerning the total mass.

C · ζj+1 = Dpcm → ζj+1 = C−1 · Dpcm, (10)

The procedure to find the solution in this case of PCM configuration is as follows:

1. Solve steering Equation (10) for the entry point

∂Θr

∂Ψ
= −H

Λ

(
Θr −Θ f

)
, (11)

2. Monitor the temperature at each time step given in Equation (11). If the tempera-
ture is greater than the melting temperature, the solution for that time step and the
subsequent ones is obtained with the phase change Equations (8) and (10).

3. For each time step solved using Equation (10), the melting ratio ζ is monitored. When
its value exceeds 1, the solution for that time step and the subsequent ones must be
solved using Equation (11).

4. Add a spatial step, and repeat all the steps above.

2.2.4. Boundary Conditions

These conditions were defined according to the HTF, the PCM material in charge, or
the discharge process. In the case of the HTF, the conditions are:

• Discharge process;
t = 0, Θ f = Θr = f1(x),

t > 0, X = 0, Θ f = 0,

• Charge process;
t = 0, Θ f = Θr = f2(x),

t > 0, X = 1, Θ f = 1,

In the case of adopting a configuration with PCM material:

• Discharge process;

t = 0, Θ f = f1(x), Θm = cte, ζ = 1

t > 0, X = 0, Θ f = 0, ζ = 0,
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• Charge process;
t = 0, Θ f = f2(x) Θm = cte, ζ = 0,

t > 0, X = 1, Θ f = 1, ζ = 1,

With the established temperature distribution, that is to say, the obtained solution of
the system of equations, the discharge energy in the HTF concerning time can be calculated
using the following equation:

Edischage,teo =
∫ t

0

.
mC f

[
Tf ,out(t)− TL

]
dt, (12)

TL is the lowest temperature of the HTF coming from the power generation system.
This method is generalist and somewhat theoretical.

A more exact method corresponds to determining the energy inside the tank at each
point of time traveled j = 1, 2, . . ., N. This way, the tank energy at each spatial and temporal
node can be calculated according to Equation (13).

EX,Ψ =
(

ΘrX,Ψ ρrCr Ass(1− ε)H∆X + Θ fX,Ψ ρ f C f AssεH∆X
)
(TH − TL), (13)

where Ass is the sectional area of the tank; therefore, adding through the spatial nodes
results in the energy in the given time.

The present numerical model for simulating phase change material (PCM) behavior in
a thermal energy storage system introduces several distinct advancements over existing
models found in PCM-related literature, i.e., [40,41]. Unlike many conventional models
focusing solely on thermal behavior, this model incorporates structural dynamics to address
thermal ratcheting effects—a common issue in PCM systems due to repeated melting and
solidification cycles. This integration ensures the structural integrity and longevity of
the storage system. The model optimizes the design of a thermocline tank with a unique
configuration of multiple tunnels, enhancing heat transfer and reducing thermal gradients
within the PCM. This approach contrasts with simpler tank designs in previous studies,
offering improved efficiency and storage capacity. Also, the model was tailored for off-grid
small-scale industrial applications, such as remote mining operations in Chile. The model
demonstrates the system’s viability in scenarios with limited access to consistent power
sources. This focus on practical, site-specific challenges marks a significant departure from
more generalized or grid-connected applications often found in the literature.

Similarly, the model provides an in-depth analysis of the system’s thermal behavior,
efficiency, degradation over time, and energy storage capacity. It assesses the thermo-
dynamic performance and economic and spatial feasibility of concentrated solar power
applications, offering a holistic view of the system’s viability. Finally, by selecting AlSi12
as the PCM, the model is tailored to the unique properties of this material, including its
thermal conductivity, latent heat capacity, and melting point. This specificity allows for
more accurate system performance and efficiency predictions compared to models using
generic or less suitable PCM materials.

3. Model Validation

The first TES analysis was performed in a single tank of chosen geometry, fill, and
fluid with thermodynamic properties shown in Table 1 and described by Reference [36].
One of the advantages of having the governing equations reduced to their dimensionless
form is that by giving the values of two dimensionless parameters, all that is necessary
about the problem is known.

In the simulation, an analysis of 10 charge and discharge cycles was required to
stabilize the initial conditions so that the data comparison was made with the tenth cycle
in the developed code. This is because in the first cycle, the behavior corresponds to a
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fully loaded tank, and as it progresses up to a certain number of cycles, the final and initial
temperature distributions remain constant.

Subsequently, Figure 1 plots the temperature curves in the tank axis for five discharge
operation times. The dimensionless temperature gradient of the HTF is shown during 2.5 h
of discharge with intervals of 0.5 h, according to the results of the numerical model solved in
MATLAB R2018b based on the parameters in Table 1. Then, the experimental data from [36]
were transformed into a dimensionless form in the same graph. This process references
thermocline TES performance test results reported in the literature [36] to validate current
modeling work. Experimental measurements used eutectic molten salts (NaNO3-KNO3,
50% by 50%) as heat transfer fluid, quartzite rocks, and silica sands as filler material. Finally,
it can be seen that the model consistently fits the experimental data.

Table 1. Operating parameters of the experimental thermocline tank from Reference [36].

Parameter Value Unit

Capacity 2.3 [MWh]
Working Fluid Solar Molten Salt -

Solid fill material Quartzite rock and silica sand -
Insulating material Fiberglass -

Insulating layer 23 [cm]
Discharge time 2.5 [h]

Tank height 6.1 [m]
Tank diameter 3 [m]

Volume 42 [m3]
Porosity 0.22 -

Particle diameter 0.0191 [m]
Mass flow 5.46 [kg/s]

TH 396 [◦C]
TC 289 [◦C]

Time Interval 0.5 [h]
Configuration Porous bed -

It should be noted that the global simulation of the process requires an analysis
of 10 loads and unload cycles to stabilize the initial conditions in the developed code.
Therefore, the data comparison was made with the tenth cycle. Due to this, in the first
cycle, the behavior corresponds to a fully loaded tank, and as it progresses up to a certain
number of cycles, the final and initial temperature distributions remain constant.
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Figure 1. Temperature distributions in the tank axis comparing modeling predicted results with
experimental data from [36].

It should be noted that the differences found were explained by the considerations
of the model that distance it from the actual operating conditions of the experiments.
Furthermore, due to the uncertainty in experimental measurements and material properties,
the agreement between the experimental data and the model prediction is believed to be
quite good. It strongly validates the current modeling and its numerical solution method.
However, to adopt a more conservative analysis of the comparison, six statistical parameters
were calculated to validate the results obtained.

Firstly, the Mean Absolute Error (MAE) is used to determine how similar the experi-
mental data are to those calculated by the model.

MAE =
1
n∑n

i=1

∣∣Θexp −Θmn
∣∣, (14)

where Θmn is the dimensionless temperature of the numerical model, and Θexp corresponds
to the dimensionless experimental temperature.

Subsequently, the Root-Mean-Square Error (RMSE) measurement was used. A smaller
magnitude of RMSE shows a better predictive capacity of a model in terms of its absolute
deviation.

RMSE =

√
1
n∑n

i=1

(
Θexp −Θmn

)2, (15)

The Mean Relative Absolute Error (MRAE) is also available, an indicator that refers to
the absolute average value of the differences produced between the experimental data and
those calculated by the model.

MRAE =
1
n∑n

i=1

∣∣∣∣Θexp −Θmn

Θexp

∣∣∣∣, (16)
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An essential criterion corresponds to the Relative Root-Mean-Square Error (RRMSE)
measurement. It was calculated by dividing the RMSE by the average of the experimental
data. The accuracy of the model was considered excellent when the RRMSE < 10%, good
when 10% < RRMSE < 20%, reasonable if 20% < RRMSE < 30%, and poor when it takes a
value greater than 30% [42].

RRMSE =
RMSE

∑n
i=1 Θexp

· 100%, (17)

Table 2 shows the results obtained for these statistical variables. The RRMSE for each
of the analyzed curves is reasonable enough in magnitude to establish that the numerical
model consistently fits the experimental data. The other indicators were presented as
dimensionless and decimal. The data expressed in a small magnitude tend to be associ-
ated with that characteristic. However, these values translated to the Celsius scale are
intrinsically associated with a loss associated with the environment since the experimental
tank is open and has carbon steel walls. The present numerical model works as an almost
adiabatic system, according to the current technology applied in thermocline TES. Finally,
the numerical model is satisfactorily validated.

Table 2. Statistical indicators on the error produced between experimental data and those calculated
by the model.

t [h] MAE RMSE MRAE RRMSE [%]

0.5 0.063 0.079 0.110 5.650
1.0 0.050 0.075 0.275 5.987
1.5 0.033 0.043 0.106 3.811
2.0 0.034 0.039 0.393 5.055
2.5 0.071 0.090 0.535 6.514

3.1. Model Convergence

The fundamental equations were solved through a numerical approximation that
depends on the dimension of the mesh and the chosen time step. In addition, the study of
the degree of convergence allows for estimating the maximum error produced in the data
of each simulation. These set the limitations regarding meshing and time steps to obtain
accurate results.

Mesh Dimension

An infinite number of nodes is required to fully satisfy the numerical solution. How-
ever, it is impossible due to computational limitations, and defining a practical quantity for
the simulation is necessary.

In this sense, to know the degree of convergence in the solution when the number of
nodes increases, several load simulations are carried out with different meshes according
to the parameters described in Table 1. The estimated error corresponds to the maximum
deviation between the temperature evaluated in a specific mesh and the temperature
evaluated in the finer mesh. Figure 2 shows the results for different numbers of nodes in
the dimensionless temperature distribution after 2.5 [h] of load.



Appl. Sci. 2024, 14, 3690 10 of 21
Appl. Sci. 2024, 14, x FOR PEER REVIEW 10 of 23 
 

 
Figure 2. Comparison of the dimensionless temperature distribution after 2.5 [h] of loading for dif-
ferent numbers of nodes. 

Therefore, 500 nodes were selected because they have precision similar to a simula-
tion using 1000 nodes, with the virtue of giving a smaller amount of simulation time. The 
fundamental equations are discretized in time with an implicit method. It allows a config-
urable time step to be set. Different simulations are carried out with a fixed number of 
nodes equal to 500, in Figure 3, only changing the time step so that the simulation with 
the lowest time step is the most accurate [43]. Determining the difference between the 
measured temperatures establishes an estimated local error. 

Figure 2. Comparison of the dimensionless temperature distribution after 2.5 [h] of loading for
different numbers of nodes.

Therefore, 500 nodes were selected because they have precision similar to a simu-
lation using 1000 nodes, with the virtue of giving a smaller amount of simulation time.
The fundamental equations are discretized in time with an implicit method. It allows a
configurable time step to be set. Different simulations are carried out with a fixed number
of nodes equal to 500, in Figure 3, only changing the time step so that the simulation with
the lowest time step is the most accurate [43]. Determining the difference between the
measured temperatures establishes an estimated local error.
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Figure 3. Comparison of dimensionless temperature distribution after 2.5 [h] of loading between
different time steps.

It can be seen that the temperature distribution for 0.0005 [s], 0.00075 [s], and 0.001 [s]
is practically the same. Due to computational capacity, precision, and time consumed, a
time step of 0.001 [s] was chosen for the simulations to be carried out.

4. Results and Discussion

Based on the numerical model developed and its validity in practical applications, a
case study was evaluated in the copper mining industry of Chile. According to the latest
energy balance available at the country level for the year 2021 [44], this sector represents
40% of the total energy consumed in the industrial and mining sectors of the country.
Hence, in this industrial sector, it is essential to have alternative energy sources (such as
CSP) where TES is a viable solution, at least from a technical point of view. Therefore, a
correct design of an energy storage tank is essential for implementing it in a case study
later. In this study, the numerical model demonstrated that it is valid for this type of
industrial application.

4.1. Case of Study

An application case where the designed thermal storage system was used is studied.
This case consists of an electric power generation plant for an off-grid pumping system
in the mining industry, as shown in Figure 4. It controls water infiltration from a dam of
tailings to groundwater by implementing a battery of wells to intercept the infiltration flow
generated by decantation. This flow control is necessary to comply with environmental
regulations, highlighting regulatory decree No. 86/60 regulated by [45].

The plant and the pumping system have an estimated useful life of 30 [years] and a
capacity to dispatch 18 [kWe]. The main components are six submersible pumps, a solar
concentration tower with its respective receiver located around a heliostat matrix, and a
commercial container that houses two thermal storage tanks by structured thermocline,
six Stirling engines, a piping system, electromagnetic pumps, flow meters, transmitters,
valves, controllers, among others.
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The plant location was determined using the availability of maps of tailings deposits
in Chile [46]. The only active tailings dam in the Commune of Pica was selected due to the
high potential in solar resources for said geographical location (Figure 5).
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Subsequently, it was necessary to determine the potential for solar energy generation
through concentration systems. According to the geographical location of the case study,
through the Solar Explorer of the Ministry of Energy [48], the values of Direct Normal
Radiation (DNI) expressed in a daily cycle are obtained as observed in Figure 6a,b, through
which the energy needed for CSP was determined.
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Based on these results, the primary heat transfer circuit transports the thermal energy
from the receiver to the thermal storage system and the power block. This thermal energy
produced by radiation depends on time, and its fluctuation is represented by the normalized
DNI [49], assuming that the collector or solar concentration field has a constant optical
efficiency. First, the DNI representative annual average for each characteristic hour of a
daily cycle was calculated. Second, the normalized values based on the maximum DNI
value were obtained within the standards. Therefore, using the procedures described
by [50], the power that must be supplied to the power block corresponds to that of six
Stirling engines divided by their thermal efficiency, a magnitude equivalent to 59.2 [kW].
Therefore, the maximum power required by the primary heat transfer circuit from the
solar receiver is equivalent to 153.4 [kW], as shown in Figure 7. In this project, the type of
receiver used was external, made up of tube panels positioned to resemble the defined outer
circumference [50]. This configuration is simple in construction, minimizes the required
surface area, and limits radiation losses. So, in the case of the study, an energy flux density
corresponding to 0.14 [MW/m2] was taken as a reference. Therefore, for the required
power of 153.4 [kW], a cylindrical (lateral) surface area of 1.095 [m2] is obtained. With this,
a height and diameter of 0.60 [m] are selected, forming an H/D ratio equivalent to 1.

Additionally, the operational temperature and all the remaining parameters concerning
implementing a concentrating solar tower, such as the number of heliostats and tower
dimensions, were determined. The open-access software System Advisor Model (SAM)
was used to model the concentrated solar power plant for electricity generation in all its
configurations [51]. Its creation comes from the National Renewable Energy Laboratory
in the United States (NREL) and is updated yearly in different and better versions. It was
determined that 29 heliostats arranged around a 15 [m] high tower were enough to power
the receiver, giving a delivery an output temperature corresponding to 679.12 ◦C.

Finally, the thermal storage system was integrated into a 40-foot “Open Side”-type
container, marketed by the Integral Chile brand. This arrangement considerably reduced
the surface area required to install the system, providing modularity and minimal previous
civil works. Additionally, it provides scalability to the system since up to 2 tanks can be
positioned in the specified container with their respective coupled equipment, allowing
TES of 769.6 [kWh] for 13 h continuously and the ability to dispatch 18 [kWe]. Figure 8
shows the proposed system prioritizing the implementation of a configuration that allows
as much as possible the positioning of the valves in the pipes that transport the cold HTF
and the use of the least amount of pumps possible.
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4.2. Sizing Thermal Storage Tank

The proposed energy storage tank design was based on a piping system coupled to
the tank to carry out the energy charge process from the source and the discharge process
to heat exchangers connected to the power block (PB). Due to the high energy density of
the PCM material, it was proposed to connect the storage tank to a power block made up
of 3 Stirling engines, with a capacity to dispatch 9 [kWe] jointly. It was achieved by making



Appl. Sci. 2024, 14, 3690 15 of 21

parallel connections, that is, by subdividing the mass flow into three parts, which returns
the total to the tank after delivering the required energy to the heat exchangers.

The charging process begins with an increase in the temperature of the HTF in a central
receiver located at the top of a solar concentration tower. Once the HTF reaches 600 ◦C,
it is sent to the tank through the distributors at the thermocline. Next, the charged HTF
transfers its heat to the PCM AlSi12 material inside the tank but outside the tubes. The
PCM can store energy through the heat for 13 h. As for the lower temperature, HTF moved
to the bottom of the tank is maintained at a minimum of 290 ◦C. Finally, as a side note,
the inner steel tunnels undergo a surface heat treatment to protect against corrosion by
the PCM.

In the discharge process, cold HTF that was used by the heat exchangers in the power
block is pumped to the bottom of the tank. It displaces the hot HTF from the upper part
and moves it towards the respective exchangers to provide thermal energy to the engines.
Additionally, the motors individually generate waste heat varying between 45 ◦C and 55 ◦C
that can be used for other applications.

The thermal storage tank and power block components are housed in a commercial
container, so the global system acquires modularity. Furthermore, it allows the storage
capacity to be varied according to the application requirements. In this case, 43 pipes with
a nominal diameter of 2 1

2
′′ SCH 80 (0.0635 [m]) and a height equal to the thermocline were

selected and distributed, as specified in Figure 9. Each pipe is assigned a surrounding
material of 90 [mm] diameter. From this relationship, the geometric parameters of the
tank can be determined. Finally, Table 3 shows the main dimensions of the proposed
storage tank. AlSi12 was selected due to its advantageous properties for thermal energy
storage applications. Specifically, its high thermal conductivity and latent heat capacity
make it efficient for energy storage and retrieval. Additionally, its compatibility with the
operational temperature range of the system and its ability to undergo phase changes
without significant volume expansion contribute to the system’s overall efficiency and
durability. This choice emphasizes the material’s suitability for achieving high energy
storage density and effective heat transfer in the thermocline tank configuration.

Table 3. Main parameters of the proposed design for the TES.

Parameter Value Unit

Capacity 384.8 [kWh]
Working fluid Cerrolow 117 -
PCM material AlSi12 -

Thermal Conductivity 121 [W/mK]
Melting Point (average) 578 [◦C]
Specific Heat Capacity 963 [J/kg K]

Density 2.66 [g/cm3]
Latent Heat of Fusion 389 [J/g]

Download time 13 [h]
Loading time 13 [h]
Tank height 1.8 [m]

Tank diameter 0.85 [m]
Volume 0.81 [m3]
Porosity 0.21 -

Mass flow 0.49 [kg/s]
TH 600 [◦C]
TC 290 [◦C]

Configuration Block with multiple tunnels -
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4.2.1. Sizing Validation

Using the model proposed in the previous sections and the tank sized for a practical
application, a discharge and load simulation of 10 cycles is carried out. In Figure 10, the
temperature distributions are presented at intervals of 0.5 [h], depending on the height of
the tank. The rapid stabilization of the boundary conditions is appreciated, giving rise to a
periodicity of constant final and initial distributions. These distributions take an inherently
characteristic shape of a fluid interacting in a heat transfer process with a PCM, presenting
a typical curve divided into two vertical sections of sensible heat energy and a horizontal
section representing the phase change of the PCM that transfers its latent energy to the HTF.
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and No10, proposed design.

The dimensionless distance of 0.238 (equivalent to 0.428 [m]) from the background was
identified as the complete phase change for a pronounced temperature gradient between
0.9258 and 1.0000 (equivalent to 577 ◦C and 600 ◦C). As a result, the final operating tempera-
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ture is reached together with the phase change in 76.2% of the vertical extension. Therefore,
it was verified that a large part of the available latent heat is used for storage capacity.

At discharge, as the cold fluid comes from the bottom of the tank and the thermal
gradient travels to the top, the PCM layers in the hot zone, already melted by the previous
charge, act as thermal buffers for the outgoing fluid. They maintain their temperature near
the melting point until almost all of the PCM near the outlet has solidified.

The almost constant distribution from the fifth cycle is explained by the low mass flow
and the large charge and discharge time, which are parameters that stabilize the initial
conditions together.

4.2.2. Thermal Efficiency

Calculating thermal efficiency is crucial for demonstrating the system’s effectiveness,
optimizing its design, establishing its economic and environmental benefits, and validating
the overall viability of the proposed thermal energy storage system. Equation (18) expresses
the thermal efficiency:

η =

∫ tdisc
0 [Tdisc − TL]dt
(TH − TL) · tdisc

, (18)

where TH is the temperature of the hot fluid in [K], TL is the temperature of the cold fluid
in [K], Tdisc is the temperature of the fluid during the discharge process in [K], and tdisc is
the discharge time operational in [h].

Regarding the thermal efficiency analysis, also called energy dispatch efficiency, a
magnitude of 92.2% is obtained for the selected geometric parameters that result in an
H/D of 2.1, as shown in Figure 11. The algorithm indicates that increasing the H/D by
0.05 improves efficiency. However, it implies increasing the height and modifying a series
of parameters that interfere with the compactness of the design. The increase in efficiency
is not negligible, but neither does it compensate for the alterations involved. Therefore, the
efficiency obtained has an acceptable magnitude for the established requirement.
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4.2.3. Temperature Degradation

Finally, the discharge dimensionless temperature monitoring for the first simulation
cycle was examined, as shown in Figure 12.
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The temperature degradation is not considerable, reaching a maximum decrease of
3.236%. Therefore, the proposed design was validated regarding its low-temperature
degradation rate at the outlet, and no modifications are required.

5. Conclusions

The present investigation satisfactorily evaluates the feasibility of designing and
implementing an innovative thermocline thermal storage system for small-scale off-grid
projects. Using a dimensionless heat transfer analysis, the proposed numerical model
validates the TES system’s thermal behavior. Its resolution is developed in MATLAB R2018b
using the methodology of finite volumes in implicit formulation, and it was validated with
experimental data. Furthermore, the proposed resolution of the model is adequate to
achieve consistent results for any type of tank due to the thermocline, materials, geometry,
and multiple configurable parameters.

The resolution of the numerical model allows for establishing a correlation of efficiency
concerning the geometric parameters and the monitoring of temperature degradation.
Based on this, a methodology was established for sizing a TES. In addition, the thermal
storage system components that established a compact design for high temperatures were
identified: a Stirling engine as a power block (PB), AlSi12 as an energy accumulator
PCM, and Cerrolow 117 as a heat transfer fluid. Based on this, the block-structured
configuration with multiple tunnels was defined as the most compatible to integrate these
components, both in constructive aspects and to minimize the thermal fatigue produced on
the tank walls.

Finally, the operational parameters of the storage tank were determined, and its
thermal behavior was simulated for ten cycles, noting a rapid stabilization of the boundary
conditions, a storage efficiency of 92.22%, and a maximum temperature degradation in the
discharge of 3.24%. Additionally, the storage time is 13 [h] for 384.8 [kWh] of storage in a
volume of 0.809 [m3] of PCM material. Hence, in the case study application, it was proposed
to use the thermal storage system, coupled to the Stirling engine and a concentrated solar
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power (CSP), for a continuous power supply plant to a pumping system, used to control
infiltration through a battery of wells in a tailings dam in copper mining. Using the
information available in SERNAGEOMIN, the system sizing was carried out. The proposed
integral solution covers 33.13% of the total pumping capacity requirement.
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Nomenclature

A the sectional area of the tank Greek Symbols
Aij matrix of advective and diffusive terms Θ dimensionless temperature
Bii matrix of conductive terms Λ dimensionless thermal flow
C specific heat Π dimensionless charging/discharging period
Ci coupling matrix for the solid fill material Ψ dimensionless time
CF inertial dimensionless coefficient δ boundary layer thickness
D larger diameter ε porosity
Di resolution matrix for the solid fill material ζ proportion of liquid mass with respect to total mass
E singular matrix η thermal storage efficiency
EX,Ψ dimensionless energy ρ density
Fi resolution matrix for heat transfer fluid H dimensionless fractional heat capacitance ratio
f form factor Subscripts
H height C cold
k thermal conductivity disc discharge
.

m mass flow f fluid
n number of nodes H hot
t time i position of each node
T temperature in inner
Uj dependent variables matrix L low
X dimensionless axial coordinate m melting

out out
r radial
pcm phase change material
ss sectional
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