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Abstract: The hybrid FEM-DBCI numerical method is proposed for the computation of
coupling factors between time-harmonic magnetic fields and human bodies. Characteris-
tics are highlighted which make FEM-DBCI very suitable to perform such computations.
Several coil geometries are considered (circular coils) at low frequency. A simplified model
of the human body is assumed as suggested by IEC standards. Details of the method are
highlighted, and numerical results are also provided.

Keywords: finite element method; integral equations; hybrid methods; eddy currents;
coupling factor

1. Introduction
The increasing use of electric and electronic devices in home and work environments

poses the problem of checking for the human safety of possible damages due to electro-
magnetic fields (EMFs), both at low and high frequencies. EMFs may cause thermal and
non-thermal effects on cells, tissues, and living organisms [1]. The interactions of EMFs
with the nervous system include effects on neuronal signaling, synaptic plasticity, and
potential implications for neurodegenerative conditions [2]. Exposition to EMFs can lead to
cardiovascular risk [3], undesired cellular and molecular effects [4], and pacemaker and
cardioverter defibrillator malfunctioning [5]. Furthermore, the introduction and diffusion
of new technologies, such as wireless energy transmission systems, have accentuated these
problems in the case of medical implants [6].

In checking for human safety, some international organizations (IEEE, IEC, ICNIRP)
have stated limits (basic restrictions) to the induced current density and electrical field
in the human body [7]. However, since these limits are difficult to measure, other limits
(reference levels) are stated in free space, assuming uniform fields [8]. To link basic re-
strictions to reference levels, several coupling factors are defined in the standards from
various organizations.

Of course, there is vast scientific literature on this topic. An analytical model to estab-
lish the induced voltage in a pacemaker, considering a magnetic field in the range from
10 Hz to 30 kHz, is proposed in [9], which also reports some experimental data. In [10],
measurements were performed to study safety issues due to exposures to non-uniform
fields considering the coupling factor. An experimental assessment of human exposure to
electromagnetic fields generated by a domestic induction cooktop was performed in [11].
The main problems related to these approaches are the low accuracy of the analytical meth-
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ods, their limited application cases, and safety issues related to experimental measurements.
Therefore, the use of EMF simulators is considered the best approach [12].

A 3-D human model was combined with a source model to evaluate the coupling
factors in [11]. The effectiveness of the quasi-static approximation in assessing human
exposure to electromagnetic fields from a wireless power transfer system has been studied
in [13]. Numerical investigations to evaluate the coupling factor were reported in [14],
considering the frequency range 250 Hz–10 kHz. In this study, the finite difference time
domain method was used to evaluate the induced current density in an accurate human
body model adopting suitable tissue parameters. The impact of electromagnetic fields on
the human body is an important topic in the transportation industry, given the electrification
of large vehicles and the push toward the fully a electric transportation paradigm in aircraft,
ships, and vehicles [15,16]. In this context, a study on human safety issues due to EMFs
in the passenger compartment of an electric vehicle was reported in [17]. The analysis
focused on the internal electric field induced by the non-uniform magnetic fields generated
by the cables.

In [18], different human body models were considered to evaluate the coupling factors
at 50 Hz. Different coil configurations and a quasi-static electromagnetic simulation of a
complex anatomical human model were considered to analyze the variation in the coupling
factor versus different quantities (distance, radius, etc.). Circular coils and parallel wires
with balanced currents were the two different sources of non-uniform magnetic field
analyzed in [19], where numerical methods were used to assess the coupling factors under
different situations in terms of non-uniform magnetic field exposure. Analyses of high-
voltage power lines were led in [20], where the moment method was adopted to analyze
the current induced in the body.

In this paper, we describe the use of the FEM-DBCI (Finite Element Method–Dirichlet
Boundary Condition Iteration) [21,22] numerical method to perform the computation of
coupling factors at low frequency by showing how this method is well suited to this aim.
The most attractive property of FEM-DBCI is the possibility of leaving the various coils
outside the analysis domain to be meshed, which can then be minimized. Furthermore, the
same mesh can be used for all the source coils considered.

The well-known FEM-BEM (Boundary Element Method) also shares the properties
of mesh minimization and invariance with respect to the change in external coils, but
FEM-DBCI is simpler to implement and requires less computing time [23].

This paper is structured as follows. Section 2 briefly recalls the FEM-DBCI method.
Section 3 describes how to use it for the calculation of coupling factors. Section 4 reports
the results regarding some case study calculations. Finally, the authors’ conclusions follow.

2. The FEM-DBCI Method
Figure 1 depicts a typical system studied in an eddy current problem: a set of coils

carry given time-harmonic source currents near some massive conductors. By assuming
a quasi-static time-harmonic steady-state behavior, the problem can be mathematically
formulated in terms of the following partial differential equation:

∇×
(
µ−1 ∇× E

)
+ jωσE = −jω Js (1)

where E is the phasor vector of the unknown electric field, µ is the magnetic permeability,
σ is the electric conductivity, ω is the angular frequency, and Js is the phasor vector of the
assigned source current density in the coils, assumed to be skin-effect-free.
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Figure 1. Massive eddy current conductors (characterized by conductivity σ and permeability µ) 

and distributed  internal source coils  (characterized by  the current density  J) are enclosed by  the 

fictitious truncation boundary F. Other lumped and distributed coils are left outside (external coils). 

Due to the unbounded nature of the free space around the system and in order to 

apply FEM, the free space is truncated by means of a closed fictitious boundary F, enclos-
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Figure 1. Massive eddy current conductors (characterized by conductivity σ and permeability µ) and
distributed internal source coils (characterized by the current density J) are enclosed by the fictitious
truncation boundary ΓF. Other lumped and distributed coils are left outside (external coils).

Due to the unbounded nature of the free space around the system and in order to apply
FEM, the free space is truncated by means of a closed fictitious boundary ΓF, enclosing all
the massive conductors. Optionally, some coils may be placed internally to ΓF, but others
may be left outside. On the truncation boundary ΓF, an unknown non-homogeneous vector,
the Dirichlet boundary condition, is assumed to hold:

−n̂F × n̂F × E = EF (2)

where n̂F is the outward unit vector normal to ΓF and EF is the unknown component of the
electric field tangent to the fictitious boundary.

The bounded domain inside ΓF is discretized by means of tetrahedral edge ele-
ments [21]. In each tetrahedron, the electric field is developed as

E =
6

∑
m=1

Emαm (3)

where αm are the non-dimensional vector shape functions:

αm = Lm(ξ1m∇ξ2m − ξ2m∇ξ1m) (4)

with ξ1m and ξ2m local coordinates (in the tetrahedron) associated with the first and second
node, respectively, of the m-th edge em, whose length is Lm; the scalar quantity Em (in
V/m) is the m-th expansion coefficient of the electric field and is given by the mean value
of the tangent component of the field along the edge:

Em =
1

Lm

ˆ
em

E · t̂mds (5)

where t̂m is the unit vector along the m-th edge.
By using the vector shape functions αm as weighting functions, the Galerkin method

leads to the following matrix equation:

A e = b0 − AFeF (6)

where A and AF are sparse matrices depending on geometry and materials, e and eF are
the unknown vectors of the field expansion coefficients Em for the internal and boundary
edges, respectively, and b0 is a vector due to the internal source currents, if there are any.
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Another equation relating e to eF can be derived by means of the following representa-
tion formula:

γ

4π
E(PF) = Eext(PF) +

1
4π

‹
Γ

(
1
r

n̂ ×∇× E + (n̂ × E)×∇1
r
+ n̂ · E∇1

r

)
dS (7)

where PF is a point lying on ΓF, Γ is another closed surface that includes the system (see
Figure 1), r is the distance between PF and the generic point P on Γ, Eext is the electric field
due to the coil currents external to ΓF, and γ is a solid angle that is equal to 4π if PF is
external to Γ; if PF lies on Γ, γ is the solid angle at PF of the unbounded free space external
to Γ. The physical meaning of Equation (7) is that if a vector field and its rotation are known
on a closed surface Γ, then the field is completely computable in the entire space outside
that surface.

The closed surface Γ is conveniently selected as constituted of the triangular faces
of the tetrahedral elements. If the surface Γ is selected as strictly enclosed by ΓF, the
integrand function in Equation (7) is regular and the method is referred to as FEM-DBCI [21].
Otherwise, if the surface Γ is selected as coincident with ΓF, the integrand function in (7) is
singular and the method is called FEM-SDBCI (Singular DBCI) [22].

By substituting (7) in (5), the following integral equation is obtained:

γ

4π
Em =

γ

4πLm

´
em

E(PF) · t̂m ds =
1

Lm

´
em

Eext(PF) · t̂m ds +

+
1

4πLm
∑
k

˜
Tk

´
em

(
1
r

n̂ ×∇× E + (n̂ × E)×∇1
r
+ n̂ · E∇1

r

)
· t̂mds dS

(8)

where Tk is the k-th triangular patch of the integration surface Γ, resulting from the
tetrahedral meshing of the bounded domain. In each patch, the electrical field is developed
as in (3), where the six edges are those of the corresponding tetrahedron to which the
triangular patch belongs.

Finally, by developing the electrical field as in (3) and by applying (8) to all the edges
em of the fictitious boundary, we have the following:

HeF = eext + Ge (9)

where eext is the vector of the mean tangent components of the electrical field along the
edges of the fictitious boundary ΓF due to the external coils, and H and G are dense
matrices collecting the geometrical coefficients in (8) relative to the edges on ΓF and to
the internal edges, respectively. Note that not all internal edges appear in (8), but only
those of the tetrahedra external to Γ and with a face lying on it. So, the matrix H is square
by construction, while G, in general, is rectangular. Note that in the case of FEM-DBCI,
matrix H simplifies to the identity matrix and Equation (9) becomes explicit with respect to
vector eF.

Gauss quadratures are used to evaluate both the double integral on the triangle Tk and
the line integral on the edge em in (8). In order to obtain a good tradeoff between accuracy
and computing speed, the following rule is recommended. If Lmax is the length of the
longest edge of the triangle Tk on Γ, Lm is the length of the edge on the fictitious boundary,
L = max (Lmax, Lm), and d is the distance between their centers, then for L/d ≤ 0.2, a
one-point quadrature is used on both the triangle and the edge; for 0.2 < L/d ≤ 1.1, three
Gauss points are used on the triangle and two points on the edge; otherwise, six points
are used on the triangle and three points on the edge. In the case of FEM-SDBCI, the
singularities arising in the integrand function in (8) are overcome by means of analytical
formulas [24]. Some details are given in [22].
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Combining the matrix Equations (6) and of (9), the global linear system of the FEM-
DBCI (or FEM-SDBCI) method is obtained:[

A AF

−G H

] [
e
eF

]
=

[
b0

eext

]
(10)

The system matrix in (10) is partly sparse, partly full, and non-symmetric. Unfortu-
nately, efficient solvers do not exist for this kind of linear algebraic system. However, a good
solving strategy should treat the sparse subsystem coming from the FEM equations and
the dense subsystem coming from the integral equations in different ways. In particular,
this strategy should reduce the number of multiplications of the dense submatrices by
vectors to a minimum and should fully exploit the sparsity and symmetry of matrix A.
A strategy that satisfies the above requirements is the following two-block Gauss–Seidel
algorithm [22]:

(1) select arbitrarily a first guess for eF, for example, eF = 0;
(2) solve (6) for e by means of the Complex Conjugate Gradient (CoCG) [25];
(3) in the case of FEM-SDBCI decompose the square matrix H is into the matrices L and U;

then Equation (9) is solved for eF; in the case of FEM-DBCI the vector eF is computed
directly as eF = eext + Ge;

(4) to measure the distance between the new guess for eF and the old one, the convergence
indicator η is computed:

η = 100

∥∥enew
F − eold

F

∥∥
2∥∥enew

F

∥∥
2

(11)

convergence is assumed if η < η0, where η0 is a user-selected end-iteration tolerance;
(5) if convergence is not reached, go to step 2 by assuming a relaxed new guess for eF

such as:
e(n)F = λ enew

F + (1 − λ)eold
F (12)

where λ is the relaxation coefficient.
This iterative algorithm exhibits the following characteristics:

(a) Since in each iteration, the first guess for the CoCG is the solution obtained in the
previous iteration, the various solutions of the FEMl Equation (6) get faster as the
iteration proceeds.

(b) In the case of FEM-SDBCI, the LU decomposition of matrix H is performed only once
at the beginning of the iterative procedure; round-off errors in the LU decomposition
are treated by selecting an appropriate (double precision) accuracy in computing and
storing matrices H and G.

(c) The whole iterative procedure is convergent if an appropriate relaxation coefficient λ
is selected, which, unfortunately, is not known a priori; divergence may occur if an
unsuitable coefficient λ is used.

(d) Consequently, the integral Equation (9) is used only a few times, compared to its use
in an iterative CG-like solver for the whole non-symmetric system (10).

Another solving strategy has been devised by considering the following reduced
algebraic system:

MeF = b (13)

where
M = H + GA−1AF (14)

b = eext + GA−1b0 (15)
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Of course, the definitions of matrix M in (14) and vector b in (15) are only formal
because the inverse matrix A−1 cannot be really obtained when the number of unknowns is
large. However, these arrays can be used, since vector b is directly computable, while matrix
M can be virtually used to perform matrix multiplications by vectors, as explained below.

In order to compute vector b, the following must be performed: solve the FEM
Equation (6) with eF = 0 by means of the CoCG solver to obtain e = A−1b0, and then
compute b = eext + Ge. Similarly, in order to compute the product MeF of matrix M by
a given vector eF, solve FEM Equation (6) with b0 = 0 using the CoCG solver to obtain
e = A−1AFeF, and then compute MeF = HeF + Ge.

Note that the iterative algorithm described above can be seen as the application of the
Richardson method to solve (13). However, since this solution method is known to be weak
and possibly non-convergent, one should look for better solvers.

Due to the virtual availability of matrix M, it is possible to use various non-stationary
solvers, and in particular, solvers that are polynomial accelerations of the Richardson
method for non-symmetric matrices. Among these, the Biconjugate Gradient (BiCG), the
Quasi Minimal Residual (QMR), the Conjugate Gradient Squared (CGS), the Biconjugate
Gradient Stabilized (BiCGstab), and the Generalized Minimal Residual (GMRES) are the
most popular [25].

Since, concerning system (13), the matrix–vector multiplications are much more ex-
pensive than in a system where the coefficient matrix is directly available, it is crucial to
reduce the number of iterations. Then, GMRES should be preferred, because it minimizes
the number of iterations by performing a true minimization of the residual [26]. More-
over, note that the residual can be computed directly with the approximate solution (but
this requires a further matrix–vector multiplication) or by using the orthonormal basis of
the Krylov subspace [26]. The latter option is preferable. In fact, in general, the greater
drawbacks of GMRES are the computing time and memory required to compute and store
the orthonormal basis, which increases linearly with the number of iterations, but in this
context, the unknowns in system (13) are the values of the electric field along the edges of
the fictitious boundary, the number of which is relatively low compared to the total number
of edges.

Another important point regards the GMRES restating procedure. It is convenient to
use long restarts, which generally result in a full GMRES due to the quick convergence
characteristic of the simple iterative procedure. The fact that the relaxed iterative procedure
converges with a suitable choice of a positive relaxation parameter λ indicates that the
eigenvalues of matrix M have positive real parts, and this assures that GMRES converges
to the true solution even with a very short restarting parameter.

Comparing the GMRES solution algorithm with the simple iterative one, it is notewor-
thy that the GMRES solution does not require the LU decomposition of the H matrix. This
is a great advantage, especially in the case of problems with a large number of unknowns.
Conversely, the various solutions of the FEM equations by means of the CoCG-solver
are not related to each other, so the number of CoCG steps does not decrease as the
iteration proceeds.

3. Applying FEM-DBCI to Computation of Coupling Factors
The FEM-DBCI and FEM-SDBCI methods described in the previous section appear

very suitable for the computation of coupling factors, as can be understood by considering
the following points.

(a) The finite element mesh is composed of tetrahedra which are well suited to describe
complex bodies, even the most realistic and complex human models, with several
types of tissues.
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(b) The tetrahedral mesh can be minimized, since there is no need to discretize any free
space in the FEM-SDBCI by selecting the integration surface Γ as the skin of the human
body and the fictitious boundary ΓF to coincide with it. In the case of FEM-DBCI, it is
sufficient to mesh only a thin layer of air by selecting Γ as before and ΓF at a small
distance from the human skin.

(c) These reduced meshes allow us to place the source coils outside the analysis domain,
thus vector b0 in (6) vanishes and the various matrices A, AF, H, and G do not change
from one numerical analysis to another by modifying the external coil. Only the
eext vector depends on the actual coil type and position; the entries of this array are
computed by means of

E(PF) = −jωA(PF) (16)

where A(PF) is the magnetic vector potential, which can be computed analytically if
one considers simple coil geometries.

(d) Note that the A and AF matrices in the FEM equation are complex, while H and G in
the integral equation are real; in fact, these matrices depend only on the geometry of
the surfaces ΓF and Γ and on the mesh; hence the matrices H and G do not change
with the (low) frequency of the source currents. Due to the low conductivity of the
human model, the skin depth is very large, so it is possible to use a tetrahedral finite
element mesh with an average edge size of about 3 cm, without modifications up to
frequencies of 10 megahertz.

(e) In post-processing, the magnitudes of the electrical field E, and hence of the current
density J = σE, are computed at the barycenters of the various tetrahedra in the
mesh and also at the barycenters of the various triangular faces on the skin of the
human model:

E =
∣∣E∣∣ = ∣∣∣∣∣ 6

∑
m=1

Emαm(Pn)

∣∣∣∣∣ (17)

where Pn denotes the generic barycenter. Note that the heating power density (in
W/m3) is obtained as ½σE2.

(f) The computation of the flux density B, if needed, can be performed in post-processing
on a per-element basis:

B = − 1
jω

curl E = − 1
jω

6

∑
m=1

Emcurlαm (18)

Since the vector shape functions αm vary linearly in space, the flux density in (18) is
constant in each tetrahedron. As will be explained in the next section, the magnitude of
the magnetic field B0 must be computed in the tetrahdron of the human model nearest to
the coil.

(g) For the solution of the hybrid global systems, the use of the GMRES, as described in
the previous section, is more suitable since its convergence characteristics appear more
robust than that of the simple iteration. The restating parameter has been set to 10.

4. Numerical Computations
A simple 3-D human model (head and torso) is used for the computations as suggested

in the IEC 62311 document [8]. The electrical conductivity σ is set to 0.2 S/m, while free
space permeability µ0 is assumed. The lowest point of the model is located at the origin,
while the z-axis is its rotational symmetry axis. The height of the human model is set to
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h0 = 152.8 cm. An ideal circular coil is considered with its axis parallel to the z-axis, radius
Rc = 16 cm, placed at zc = 100 cm from the soil (the xy plane). Its distance d from the
model varies from 10 to 30 cm. A time-harmonic source current is assumed to flow in the
coil, with intensity I = 1 A and frequency f = 50 Hz. Due to symmetry reasons, only half
the human model is meshed by assuming a homogeneous Dirichlet boundary condition
on the xz symmetry plane. Figure 2 shows the adopted tetrahedral mesh (3067 nodes,
12,882 tetrahedra, and 17,764 edges) as seen frontally from a viewpoint in the negative
y-axis. The average length of the edges is about 3 cm.
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Indicating with C ≡ (xC, 0, zC) the center of the circular coil, the three Cartesian
components of the magnetic vector potential at a point P = (x, y, z) in free space are
given by

Ax(P) = −Aφ sin(φ), Ay(P) = Aφ cos(φ), Az(P) = 0 (19)

where

Aφ =
µ0I
πk

√
R
ρ

[(
1 − k2/2

)
E(k)− F(k)

]
(20)

ρ =

√
(x − xC)

2 + y2 (21)

k =

√
4Rρ

(R + ρ)2 + (z − zC)
2 (22)

and E(k) and F(k) are the complete elliptic integrals of the first and second kinds, respec-
tively, of modulus k.

In order to compute the generic entry Em of the vector eF, the Gauss quadrature is
used for integration along the edge em lying on ΓF:

Em =
1

Lm

ˆ
em

E · t̂mds = − jω
Lm

Ng

∑
i=1

wi
(
Ax(Pi) ex + Ay(Pi) ey

)
(23)

where Ng is the number of Gauss points Pi (i = 1,. . .,Ng) on the edge em, wi (i = 1,. . .,Ng)
are their weights, and ex and ey are the x- and y-components of the edge. The number Ng

is selected as follows: if dm is the distance of the barycenter Bm of edge em from the coil
point P0≡(xC − RC,0,zC) nearest to the model, then for Lm/d ≤ 0.2 a one-point quadrature
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is used; for 0.2 < Lm/d ≤ 1.1, two Gauss points are used; otherwise, three points are used
on the edge.

The FEM-SDBCI method was used to analyze this system, so that the human skin is at
the same time both the fictitious boundary ΓF and the integration surface Γ, and the various
coils are left outside the domain of the FEM analysis.

The solution has been obtained by means of the GMRES solver as described in Section 2;
only seven iterations were performed to reach convergence with an end-iteration tolerance
of η0 = 0.01 percent. From the solution, the modulus of the electrical field was evaluated at
each barycenter of the tetrahedra inside the body and of the triangles on the skin, and the
maximum value Emax is obtained. From this, we obtain the maximum value Jmax = σEmax

of the current density in order to compute the coupling factor.

K =
Jmax

J(u)max

(24)

Also, the maximum value J(u)max of the current density needs to be computed. This value
must be evaluated in the situation in which the human body is immersed in a uniform
external magnetic field whose intensity is equal to that of previous analysis at the point at
which the human skin is nearest to the coil.

To compute J(u)max, another numerical analysis must be conducted. In order to obtain
a quasi uniform magnetic field, the source may be constituted by a couple of horizontal
circular coils, with a large radius R0, centered at the z-axis and located at heights (h0 + R0)/2
and (h0 − R0)/2 from the xy plane, where h0 is the eight of the human model. The two coils
carry the same sinusoidal current of I = 1 A. Of course, the use of the FEM-DBCI or FEM-
SDBCI methods allows us to utilize the same mesh and hence the same global algebraic
system of the previous analysis, except for the known term of the integral Equation (9).
Once this new solution is obtained, one can compute the maximum value of the current
density J(1)max in the human model and the flux density B(1)

0 in the same tetrahedron where
the flux density B0 was previously evaluated. Then, due to the linearity of the material of
the human model, J(u)max in (24) is evaluated as

J(u)max =
B0

B(1)
0

J(1)max (25)

In Figure 3, the behavior of the coupling factor K is given versus the distance d. As
can be seen, the values obtained are in good agreement with those reported in [18].
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In Figure 4, the heating power density is drawn on the skin of the human model in
front of the circular coil, for two different placements of the circular coil at distances of
10 cm and 20 cm.
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5. Conclusions
The hybrid numerical methods FEM-DBCI and its variant FEM-SDBCI were proposed

to evaluate the coupling factors between the human body and the external coils in the case
of low frequency time-harmonic currents. The more attractive feature of these methods is
the possibility of leaving the various coils outside the FEM mesh of the domain of analysis.

In this way, the same finite element mesh can be utilized for all the positions and kinds
of the source coils to be considered. Moreover, the free space mesh around the human
model is reduced to a minimum in FEM-DBCI, or really to zero in FEM-SDBCI. Note that
several commercial codes do not have effective treatments for open boundary domains,
so much of the finite element mesh is in free space, since the truncation boundary (where
a homogeneous boundary condition is very often imposed) must be placed far from the
system core in order to obtain acceptable results. In addition, a further difficulty arises
from the need to mesh the source coil with finite elements of very different sizes than those
of the human body.

Further research plans to use more complicated human models and to develop an edge
version of the non-standard FEM-BEM method proposed in [27] for nodal finite elements.

The FEM-DBCI and FEM-SDBCI methods were implemented in ELFIN, an FEM code
developed by the authors for research in computational electromagnetics [28].
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