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Abstract: Mangrove forests play a crucial role in coastal ecosystem protection and carbon
sequestration processes. However, monitoring remains challenging due to the forests’
complex spatial distribution characteristics. This study addresses three key challenges in
mangrove monitoring: limited high-quality datasets, the complex spatial characteristics of
mangrove distribution, and technical difficulties in high-resolution image processing. To
address these challenges, we present two main contributions. (1) Using multi-source high-
resolution satellite imagery from China’s new generation of Earth observation satellites, we
constructed the Mangrove Semantic Segmentation Dataset of Beihai, Guangxi (MSSDBG);
(2) We propose a novel Multi-scale Fusion Attention Unified Perceptual Network (MFA-
UperNet) for precise mangrove segmentation. This network integrates Cascade Pyramid
Fusion Modules, a Multi-scale Selective Kernel Attention Module, and an Auxiliary Edge
Neck to process the unique characteristics of mangrove remote sensing images, particularly
addressing issues of scale variation, complex backgrounds, and boundary accuracy. The
experimental results demonstrate that our approach achieved a mean Intersection over
Union (mIoU) of 94.54% and a mean Pixel Accuracy (mPA) of 97.14% on the MSSDBG
dataset, significantly outperforming existing methods. This study provides valuable tools
and methods for monitoring and protecting mangrove ecosystems, contributing to the
preservation of these critical coastal environments.

Keywords: remote sensing image; mangrove monitoring; semantic segmentation; Feature
Pyramid Network (FPN); attention mechanism

1. Introduction
1.1. Research Background and Significance

Mangrove forests are wetland woody plant communities, primarily composed of
evergreen trees and shrubs, that grow at the land–sea interface. These ecosystems play vital
roles in maintaining ecological balance, serving both as marine carbon sinks and providing
wind protection and wave attenuation functions. They are renowned as “coastal guardians”
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and “marine lungs” [1]. However, these critical ecosystems face multiple threats, including
human activities such as aquaculture expansion [2] and river management projects [3],
along with natural factors like biological invasion [4] and sea-level rise [5], leading to severe
degradation of global mangrove forests.

According to remote sensing data analysis, the global mangrove area decreased by
more than 10,000 square kilometers between 1985 and 2020, resulting in significant de-
terioration of wetland ecological functions [6]. The Global Mangrove Alliance predicts
this degradation trend will continue until 2030 [7], further exacerbating global climate
change and triggering a vicious cycle of carbon storage loss. To address these challenges,
international organizations and national governments have launched multiple initiatives.
The International Union for Conservation of Nature and the United Nations Development
Programme established the “Mangroves for the Future” program, while the Chinese gov-
ernment formulated the “Special Action Plan for Mangrove Protection and Restoration
(2020–2025)”. At the local level, the Beihai Municipal Government of Guangxi Zhuang
Autonomous Region developed the “Beihai City Mangrove Resource Protection Plan
(2020–2030)”. These initiatives highlight the importance of effective mangrove monitoring
in coastal ecological protection.

1.2. Challenges in Mangrove Monitoring

Remote sensing technology has become an indispensable tool in mangrove monitoring
and management due to its advantages of low cost, high efficiency, and broad observation
range. It is widely applied in mangrove wetland mapping, community structure analysis,
biomass estimation, and disaster warning [8]. However, current monitoring methods face
three major challenges.

Firstly, there are significant limitations at the dataset level. Current research primarily
relies on medium- to low-resolution satellite data [9,10], with a relatively large spatial
resolution that fails to meet the needs of fine-scale monitoring. While drone data [11] and
high-resolution satellite data [12] are becoming more available, annotated datasets for deep
learning remain scarce. Furthermore, the lack of standardized datasets makes it difficult
to directly compare results between different studies, severely constraining algorithm
development and validation processes. Additionally, the acquisition of mangrove wetland
monitoring data is often limited by weather conditions and satellite revisit cycles, making
it challenging to accumulate high-quality training data.

Secondly, compared to horizontal-view images captured by traditional ground cam-
eras, remote sensing images are collected from an aerial perspective, featuring a wide
imaging range, high resolution, and high information density [13]. The unique spatial
distribution characteristics of mangrove wetlands also pose significant challenges for mon-
itoring. As shown in Figure 1, they primarily grow at the land–sea interface, displaying
highly fragmented distribution patterns. (Figure 1a) This spatial discontinuity significantly
increases the complexity of target identification. More challengingly, mangrove wetlands
exhibit remarkable scale diversity, ranging from discretely distributed small shrub commu-
nities to large-scale continuous forest areas [14]. (Figure 1c) These multi-scale characteristics
place higher demands on semantic segmentation algorithms. Furthermore, due to their
growth in intertidal zones, the image characteristics of mangroves change significantly with
tidal variations. (Figure 1b) The same area may present entirely different image features
under different tidal conditions, and this dynamically changing background environment
further complicates monitoring efforts.



Appl. Sci. 2025, 15, 976 3 of 29Appl. Sci. 2025, 15, x FOR PEER REVIEW 3 of 30 
 

 

Figure 1. Several challenges in mangrove remote sensing image semantic segmentation. 

Thirdly, significant challenges exist in technical processing. With the increasing res-
olution of remote sensing data, the data volume of single-scene images has increased dra-
matically [15], placing enormous pressure on computational resources. Processing high-
resolution images not only requires more powerful hardware support but also demands 
algorithm-level optimization to improve processing efficiency. In practical applications, 
maintaining consistent segmentation accuracy across different scales poses higher re-
quirements for algorithm robustness. How to achieve efficient processing while ensuring 
segmentation accuracy under limited computational resources remains a significant tech-
nical challenge. 

The existence of these challenges indicates the need to develop more advanced data 
acquisition methods, more effective processing algorithms, and more comprehensive 
monitoring systems. Particularly in the context of rapidly developing deep learning tech-
nology, how to fully utilize new technologies to overcome these limitations and improve 
the accuracy and efficiency of mangrove monitoring has become a key research direction. 

1.3. Current Research Status 

In recent years, significant progress has been made in mangrove wetland monitoring 
with the rapid development of remote sensing and deep learning technologies [16,17]. 
Early mangrove remote sensing monitoring primarily relied on medium to low-resolution 
satellite data. Researchers mainly used satellites like Landsat and Sentinel for mangrove 
distribution monitoring but were limited by low image resolution and complex data pre-
processing steps. To improve wetland classification accuracy, research shifted toward us-
ing high-resolution drone data and satellite imagery (such as GF, BJ, and SV series). Tra-
ditional monitoring methods mainly employed shallow machine learning algorithms like 
Random Forest (RF) [18], Support Vector Machine (SVM) [19], and object-oriented ap-
proaches for mangrove extraction and spatiotemporal analysis based on pixel classifica-
tion. These methods required manual feature design and intermediate semantic features, 
lacking flexibility and adaptability when dealing with multi-scale targets and inconsistent 
category distributions like mangrove wetlands. 

With the rapid advancement of deep learning technology [20,21], new research di-
rections for semantic segmentation emerged, providing novel solutions for mangrove 
monitoring. The introduction of Fully Convolutional Networks (FCNs) [22] pioneered 
end-to-end, pixel-level classification, using deconvolution to upsample the final feature 
map to input image size. However, FCNs showed inadequate feature extraction and loss 
of detailed information during upsampling when processing mangrove images, resulting 

Figure 1. Several challenges in mangrove remote sensing image semantic segmentation.

Thirdly, significant challenges exist in technical processing. With the increasing res-
olution of remote sensing data, the data volume of single-scene images has increased
dramatically [15], placing enormous pressure on computational resources. Processing
high-resolution images not only requires more powerful hardware support but also de-
mands algorithm-level optimization to improve processing efficiency. In practical applica-
tions, maintaining consistent segmentation accuracy across different scales poses higher
requirements for algorithm robustness. How to achieve efficient processing while ensur-
ing segmentation accuracy under limited computational resources remains a significant
technical challenge.

The existence of these challenges indicates the need to develop more advanced data
acquisition methods, more effective processing algorithms, and more comprehensive moni-
toring systems. Particularly in the context of rapidly developing deep learning technology,
how to fully utilize new technologies to overcome these limitations and improve the
accuracy and efficiency of mangrove monitoring has become a key research direction.

1.3. Current Research Status

In recent years, significant progress has been made in mangrove wetland monitoring
with the rapid development of remote sensing and deep learning technologies [16,17]. Early
mangrove remote sensing monitoring primarily relied on medium to low-resolution satellite
data. Researchers mainly used satellites like Landsat and Sentinel for mangrove distribution
monitoring but were limited by low image resolution and complex data preprocessing
steps. To improve wetland classification accuracy, research shifted toward using high-
resolution drone data and satellite imagery (such as GF, BJ, and SV series). Traditional
monitoring methods mainly employed shallow machine learning algorithms like Random
Forest (RF) [18], Support Vector Machine (SVM) [19], and object-oriented approaches for
mangrove extraction and spatiotemporal analysis based on pixel classification. These
methods required manual feature design and intermediate semantic features, lacking
flexibility and adaptability when dealing with multi-scale targets and inconsistent category
distributions like mangrove wetlands.

With the rapid advancement of deep learning technology [20,21], new research di-
rections for semantic segmentation emerged, providing novel solutions for mangrove
monitoring. The introduction of Fully Convolutional Networks (FCNs) [22] pioneered
end-to-end, pixel-level classification, using deconvolution to upsample the final feature
map to input image size. However, FCNs showed inadequate feature extraction and loss of
detailed information during upsampling when processing mangrove images, resulting in
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poor performance in mangrove wetland semantic segmentation. Subsequently, numerous
semantic segmentation networks were proposed. PSPNet [23] aggregated a context from
different regions through Pyramid Pooling Modules and pyramid scene parsing networks,
enabling global context understanding. However, its fixed-scale pooling operations strug-
gled to adapt to the varied morphological features of mangrove wetlands. DANet [24]
introduced spatial and channel attention mechanisms to balance local features and global
dependencies. PSANet [25] explored position-related attention mechanisms by adaptively
predicting global attention maps for each position in feature maps through convolutional
layers, improving the feature recognition of scattered wetlands but lacking accuracy in
mangrove wetland edge regions. DeepLabv3 [26] used Atrous Spatial Pyramid Pooling to
collect different-scale receptive fields and effectively expanded filters without increasing
parameters and computational complexity but still faced insufficient receptive field issues
when processing high-resolution remote sensing images. DeepLabv3+ [27] introduced dila-
tion rates for dilated convolution and improved Atrous Spatial Pyramid Pooling, achieving
better segmentation results but remaining inadequate in handling complex mangrove
boundary regions. K-Net [28] achieved multi-task unification by assigning different kernels
to each task, but its dynamic kernel generation process was computationally expensive.
PIDNet [29] implemented semantic segmentation and boundary detection but showed
suboptimal detection accuracy for targets with special growth patterns like mangroves.
While UperNet [30] could parse visual concepts like cross-scene categories, objects, and
textures while performing scene recognition, object detection, and semantic segmentation
tasks, its feature pyramid structure showed insufficient information transmission when
processing multi-scale mangrove features.

In summary, directly applying these methods to high-resolution mangrove remote
sensing image semantic segmentation still faces many challenges. Firstly, the existing mod-
els are mostly designed for natural scene images and show inadequate feature extraction
when processing remote sensing images with special spectral and texture features, partic-
ularly in areas where mangroves mix with other vegetation. While some models adopt
multi-scale feature fusion strategies, existing fusion methods still struggle to effectively
adapt to the scale variation characteristics exhibited by mangroves under different tidal
conditions. In transition areas between mangroves, water bodies, and other vegetation,
existing models often show boundary blur and inaccurate segmentation, especially in
scattered distribution areas with poor boundary localization accuracy. Additionally, these
models show unstable performance across different temporal phases and regions of man-
grove images, with limited generalization ability causing it to struggle to adapt to complex
and varying monitoring requirements.

To address these model deficiencies in wetland remote sensing recognition, researchers
have conducted a series of improvements. Liu et al. [31] comparatively analyzed the per-
formance of different resolution remote sensing datasets in wetland vegetation classifica-
tion, improving wetland vegetation classification accuracy through enhanced DeepLabv3+
network structure. Addressing the large-scale variations and complex background char-
acteristics of mangrove wetlands, Wang et al. [32] proposed the Swin-UperNet model
based on UperNet, successfully achieving high-precision simultaneous segmentation of
mangroves and Spartina alterniflora. Li et al. [33] innovatively incorporated prior back-
ground knowledge of remote sensing images into network design, proposing the LSKNet
Large Selective Kernel network, effectively enhancing the modeling capability of contextual
relationships between targets in remote sensing scenes. Wang et al. [34] optimized channel
and spatial position relationship modeling by designing adaptive local cross-channel vector
aggregation attention modules, achieving significant segmentation accuracy improvements
on their constructed MO-CSSSD mangrove dataset. These targeted improvements not
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only validate the optimization potential of the existing models but also provide important
theoretical and practical references for designing new network architectures.

1.4. Contributions of This Paper

This paper addresses existing problems in mangrove remote sensing monitoring, in-
cluding data resource scarcity, insufficient feature extraction, inadequate multi-scale adapt-
ability, and low boundary segmentation accuracy. The main contributions are as follows:

(1) The construction of the Mangrove Remote Sensing Image Semantic Segmentation
Dataset in Beihai of Guangxi (MRSDBG). This dataset is built upon multi-temporal high-
resolution remote sensing images, integrating multiple satellite data sources, and features
multi-temporal, multi-scale, and high generalization characteristics. The dataset provides
fine-grained, pixel-level annotations, offering crucial support for the development and
validation of mangrove remote sensing monitoring algorithms. The construction of this
dataset fills the void of high-quality standard datasets in the field of mangrove remote
sensing monitoring, providing a reliable data foundation for related research.

(2) The design of an innovative MFA-UperNet network architecture. This net-
work achieves high-precision semantic segmentation of mangrove remote sensing images
through the organic combination of three core modules: feature encoder, Auxiliary Edge
Neck, and semantic decoder: The feature encoder, based on the ConvNeXt [35] feature
extraction backbone network, performs multi-level semantic feature extraction, generating
feature maps at different scales, fully utilizing feature information from different levels to
establish a solid feature foundation for subsequent precise segmentation. The Auxiliary
Edge Neck specifically designs an edge-aware branch, enhancing segmentation accuracy in
mangrove boundary regions through fine-grained boundary feature learning. The semantic
decoder introduces Cascade Pyramid Fusion Modules and Multi-Scale Selective Kernel At-
tention Modules, innovatively combining cascade pyramid structure with selective kernel
attention mechanisms to achieve efficient multi-scale feature fusion. This not only enhances
the model’s adaptability to mangrove multi-scale variations but also significantly improves
the recognition accuracy of mangrove targets in complex backgrounds.

(3) The systematic experimental validation of MFA-UperNet architecture’s superior
performance in mangrove remote sensing image semantic segmentation tasks. Experimen-
tal results demonstrate significant improvements in mangrove segmentation tasks. These
improvements provide new technical solutions for enhancing the accuracy and efficiency
of mangrove coastal wetland ecological monitoring, offering important practical value for
advancing mangrove protection and management.

2. Materials and Methods
2.1. Study Area

The study area is situated in the southern bay (108◦84′–109◦78′ E and 21◦20′–22◦00′ N)
of Beihai City, Guangxi Zhuang Autonomous Region, China. Beihai City is recognized as
one of the 25 major coastal ports in China and serves as the largest distribution area of
mangrove resources in the Guangxi Zhuang Autonomous Region. It holds significant im-
portance as part of China’s mangrove nature reserve. The area is home to 4210.99 hectares of
mangrove forests, which constitute 44.72% of the total mangrove ecosystem area in Guangxi.
These forests effectively serve as carbon sinks within marine ecosystems, which contributes
to China’s pursuit of its “double carbon” goal. The study area comprises two national
mangrove nature reserves, one provincial nature reserve, and one national wetland park.
The dominant mangrove communities consist of Rhizophora stylosa, Bruguiera gymnoihiza,
Kandelia obovata, Excoecaria agallocha, Aegiceras corniculatum, and Avicennia marina. A rare
and endangered species Lumnitzera racemosa is dispersed within Gongguan Town, Hepu



Appl. Sci. 2025, 15, 976 6 of 29

County. According to the “Beihai Mangrove Resource Protection Plan (2020–2030)” pub-
lished on the Beihai Municipal Government website, four main mangrove distribution
areas were selected as study areas, as shown in Figure 2.
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Figure 2. The geographic location of the study area. (A) The coastal area of Beihai City, Guangxi,
China. (B) The study area (a. Coastal National Wetland Park of Beihai, Guangxi, and Hengluoshan
area of Yinhai District, Beihai, Guangxi; b. Dugong and Shankou National Nature Reserve area of
Hepu, Guangxi; c. the coastal area of Lianzhou Bay of Hepu, Beihai, Guangxi; and d. the coastal area
of Maowei Sea and Dafeng River, Guangxi).

2.2. Data Sources

The mangrove label data used in this study primarily come from multiple sources,
including multi-source satellite remote sensing data, historical reference data, field survey
data, and government planning documents. The satellite data include high-resolution
images provided by multiple satellites such as Beijing-2, Beijing-3, Gaofen-7, SuperView-1,
and Jilin-1, spanning from 2018 to 2022. The selection of these data sources was based on
principles of multi-source nature, timeliness, high resolution, reliability, and complementar-
ity. In practical data experiments, we first screened remote sensing satellite data according
to the officially recognized protected area boundaries provided in the “Beihai Mangrove
Resource Protection Plan (2020–2030)” and then conducted preliminary verification using
the Chinese Mangrove Long Time Series Satellite Remote Sensing Monitoring Dataset
(1978–2018) [36] as a historical reference for corresponding years. Finally, cross-validation
and refined verification were performed using GPS-positioned field survey data to ensure
the accuracy of data labeling. This three-step progressive data processing workflow of “of-
ficial planning guidance—historical data reference—field verification” not only guarantees
the authority of study area selection but also ensures the spatiotemporal continuity and
practical applicability of mangrove distribution information. Through the comprehensive
utilization of these multi-source, multi-temporal, and multi-scale data, we were able to
generate more accurate and reliable mangrove labels, providing high-quality foundational
data for subsequent deep learning model training while also ensuring that the annotation
results reflect current conditions and possess practical application value.

Beijing-2 satellite (BJ-2) was launched in July 2015 from the Satish Dhawan Space
Center Sriharikota in India (Beijing time). For effective mangrove segmentation, five 0.8 m



Appl. Sci. 2025, 15, 976 7 of 29

resolution multispectral images with blue, green, red, and near-infrared bands were se-
lected. Beijing-3 satellite (BJ-3) was launched in June 2021 from the Taiyuan Satellite Launch
Center in China (Beijing time), and one 0.3 m resolution multispectral image with blue,
green, red, and near-infrared bands was selected. Gaofen-7 satellite (GF-7) was success-
fully launched in November 2019 from the Taiyuan Satellite Launch Center, and one 0.5 m
resolution multispectral image with blue, green, red, and near-infrared bands was selected.
SuperView-1 satellite (SV-1) was launched in December 2016 from the Taiyuan Satellite
Launch Center, and one 0.5 m resolution multispectral image with blue, green, red, and
near-infrared bands was selected. Jilin-1 satellite (JL-1) is China’s core commercial high-
resolution remote sensing satellite project under construction, encompassing multiple
series of high-performance optical remote sensing satellites with high-resolution, wide-
swath, video, and multispectral capabilities. One 0.8 m resolution multispectral image with
blue, green, red, and near-infrared bands was selected. The relevant remote sensing data
information is shown in Table 1.

Table 1. Information on remotely sensed data from the MSSDBG dataset.

Study Area Satellite Number of Images Date

a, c BJ-2 5 2 October 2018–22 November 2018
b BJ-3 1 23 December 2022
b GF-7 1 8 November 2021
b SV-1 1 12 October 2022
a JL-1 1 9 April 2022

2.3. Data Preprocessing

This study used the raster processing batch tool in ENVI 5.6 software to complete the
preliminary processing steps, including radiometric calibration, atmospheric correction,
and image cropping, followed by data annotation work. First, a multi-source data fusion
strategy was adopted, combining high-resolution data from multiple satellites, including BJ-
2, BJ-3, GF-7, SV-1, and JL-1, covering a time span from 2018 to 2022, with spatial resolutions
ranging from 0.3 m to 0.8 m, which greatly reduced potential errors from single data
sources. Secondly, regarding the standards for constructing and selecting image samples,
we established strict screening criteria: cloud coverage in selected images was controlled
below 10%, ensuring high image clarity without stripe noise and systematic distortion.
Meanwhile, our study area comprehensively covers mangrove distribution areas in Beihai
City, including typical ecosystems such as estuary regions, coastal zones, wetland protected
areas, and wetland parks. Special attention was paid to collecting mangrove communities of
different density levels, covering areas from sparse to dense growth while also considering
various spatial distribution patterns, including continuous and scattered distributions.
The implementation of these standards effectively ensured data reliability and accuracy.
Finally, experts from geographical science and computer technology fields were brought
in for collaborative annotation, combining GIS and remote sensing image interpretation
techniques to enhance the professionalism and reliability of the annotations. Additionally,
this study referenced historical data, particularly the Chinese Mangrove Long Time Series
Satellite Remote Sensing Monitoring Dataset (1978–2018), ensuring the temporal continuity
and spatial consistency of annotations. Figure 3 displays examples of the dataset’s original
remote sensing images and their corresponding annotation results, visually demonstrating
the precision and professional level of the annotations. Furthermore, this study employed
measures such as iterative optimization, strict quality control processes, and temporal
consistency checks to ensure the reliability of the annotation results. This comprehensive
approach not only overcomes the limitations of traditional manual marking in terms of
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subjectivity, efficiency, and accuracy but also provides valuable experience and reference
for large-scale mangrove monitoring and other remote sensing image annotation tasks.
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After annotation, this paper used a 512 × 512-pixel sliding window (i.e., moving steps
in horizontal and vertical directions) to crop large-scale remote sensing images, as shown
in Figure 4, ultimately constructing a dataset containing 2568 remote sensing images. To
ensure scientific training and objective evaluation of the model, the entire dataset was di-
vided in a 7:2:1 ratio into mutually independent sets of 1798 training images, 514 validation
images, and 256 test images. Firstly, this method satisfies the input requirements of deep
learning models (which automatically learn features and patterns in data through multi-
layer neural networks), as remote sensing images are typically too large to be directly input
into standard memory deep convolutional neural network models. The 512 × 512-pixel
window size maintains a sufficient spatial resolution to capture target features while en-
abling efficient training and inference under existing hardware conditions. Secondly, this
cropping method helps optimize computational resources by processing large-scale remote
sensing images in batches, reducing resource requirements for single computations and
improving computational efficiency and parallel processing capabilities. Furthermore, the
512 × 512 window size preserves local spatial details while covering sufficient ground
feature information, helping models better learn and recognize complex ground features
such as mangrove distribution and morphology. By cropping different image blocks and
combining sliding window overlap settings, more diverse training samples can be gen-
erated. Smaller image blocks are also more conducive to data augmentation operations,
helping improve model generalization ability and reduce overfitting risk. Setting overlap
regions ensures the preservation of boundary details when recombining image blocks,
which is particularly important for maintaining spatial continuity and improving overall
classification or detection accuracy. Finally, processing smaller image blocks helps bet-
ter manage computer memory and avoid memory overflow issues. In conclusion, this
cropping method not only meets the technical requirements of deep learning models but
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also ensures image information integrity while improving processing efficiency and model
performance, holding significant importance for large-scale remote sensing image analysis
and mangrove monitoring.
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After completing the cropping process, this paper performed data augmentation
operations, including random image resizing, random cropping and flipping of images
and segmentation maps, and photometric distortions. Photometric distortions (such as
adjusting brightness, contrast, and saturation) simulated the effects of different lighting
conditions and sensor variations on remote sensing images, thereby improving network
adaptability across various environments. Random cropping and flipping operations
helped the network learn position- and orientation-invariant feature representations, which
is crucial for identifying targets (such as mangroves) in different directions and positions
within remote sensing images. These techniques significantly increased the diversity of
the training data, helping the network learn more robust and generalized feature repre-
sentations while reducing the risk of overfitting. When training data were limited, data
augmentation effectively expanded the training set, improving the network’s few-shot
learning capability. Additionally, these operations enhanced model robustness to input
perturbations and helped balance imbalanced datasets. In summary, through these data
augmentation strategies, we were able to fully utilize limited training data to build more
reliable and efficient deep learning models, which is significant for remote sensing image
analysis and mangrove monitoring.

In conclusion, this study successfully overcame many limitations of traditional manual
annotation in mangrove monitoring through multi-source data fusion, expert collabora-
tive annotation, and effective data cropping and augmentation strategies. The proposed
comprehensive data preprocessing method not only improved annotation accuracy and
efficiency but also significantly enhanced model generalization ability and adaptability,
providing a solid technical foundation for large-scale remote sensing image analysis. This
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method not only demonstrated significant advantages in mangrove monitoring but also
provided a valuable reference for other types of remote sensing image annotation tasks,
offering broad application prospects and promotional value.

2.4. Method
2.4.1. Overall Architecture Overview

The overall architecture of the proposed MFA-UperNet network is shown in Figure 5,
adopting an encoder–decoder structure design that primarily consists of three core compo-
nents: feature encoder, Auxiliary Edge Neck, and semantic decoder.
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In the feature encoding stage, the network uses ConvNeXt as the backbone, progres-
sively converting high-resolution remote sensing images into multi-scale feature maps
through four consecutive feature extraction levels. In the neck region of the network, an
innovative auxiliary edge segmentation branch is designed, which improves segmentation
accuracy in edge regions while providing additional gradient information for the backbone
network, promoting overall model optimization. In the decoding stage, this paper improves
the traditional UperNet structure by proposing a Cascade Pyramid Fusion Module (CPFM)
and Multi-scale Selective Kernel Attention Module (MSKAM), achieving adaptive feature
selection and enhancement, significantly improving the network’s ability to recognize
mangrove targets at different scales and in complex backgrounds.

2.4.2. Feature Encoder

This study selects ConvNeXt as the feature encoder. As a significant breakthrough
in the visual field in recent years, ConvNeXt maintains the efficient computation of con-
volutional neural networks while integrating the advantageous design elements of Trans-
former [37]. It possesses powerful feature extraction capabilities and an optimized network
architecture, characteristics particularly suitable for processing complex features in man-
grove remote sensing images. The specific structure is shown in Figure 6.
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Specifically, the input mangrove remote sensing image (512 × 512) first passes through
a 4 × 4 convolutional layer, followed by a normalization layer. After these two layers
of processing, the image resolution becomes one-fourth of the original (128 × 128). The
features are then processed through 4 stages of ConvNeXt Blocks, where each ConvNeXt
Block includes two-dimensional convolution (Conv2d), layer normalization (LN), GELU
activation function, and Layer Scale and Drop Path regularization layers. Each stage
contains 3, 3, 9, and 3 blocks, respectively. Through the ConvNeXt feature extractor,
four different-sized multi-scale feature information sets are extracted, denoted as (β0,
β1, β2, β3), providing multi-scale feature input for subsequent Auxiliary Edge Neck and
semantic decoders.

ConvNeXt plays a crucial role in this study’s mangrove semantic segmentation task.
First, its powerful feature extraction capability enables the network to effectively capture
multi-level information of mangroves from local textures to global structures. Shallow
features retain rich spatial details, helping precisely locate mangrove boundaries, while
deep features contain rich semantic information, facilitating distinction between different
categories. Second, ConvNeXt’s optimized architectural design is particularly suitable for
processing complex textures and multi-scale features of mangrove remote sensing images,
ensuring both inference speed and high feature expression capability. Finally, through
deployment, it achieves faster inference speed while maintaining high accuracy, demon-
strating the model’s efficiency in practical applications. This efficient multi-scale feature
extraction mechanism provides a solid feature foundation for MFA-UperNet, significantly
improving model performance in mangrove semantic segmentation tasks, showing notable
advantages, especially in handling complex backgrounds and ambiguous boundaries.

2.4.3. Auxiliary Edge Neck

In mangrove remote sensing image semantic segmentation tasks, precise edge region
identification is particularly crucial. This is because pixels within objects typically have
consistent semantic features, while semantic discontinuities mainly occur at boundaries
between adjacent objects. Particularly in this paper’s mangrove dataset, boundary regions
between mangroves and backgrounds often exhibit ambiguity and uncertainty. This phe-
nomenon primarily stems from the special mechanism of wetland vegetation in remote
sensing imaging: different types of vegetation may have similar backscattering character-
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istics [38], making it difficult to distinguish mangroves from the surrounding vegetation
at boundaries.

To address this issue, this study proposes the Auxiliary Edge Neck (AEN). The AEN
module directly uses the third layer features (β2) from the feature extractor as input, as
this layer retains sufficient spatial details while containing certain semantic information. In
terms of network structure, it adopts a lightweight fully convolutional network (FCN) de-
sign, processing features through two 3 × 3 convolutional layers. Meanwhile, an auxiliary
hybrid loss function is designed (see Section 2.5). The AEN computation process is shown
in Formula (1):

F = conv2(conv1(β2)) (1)

where conv1 uses a 3 × 3 convolution operation with stride 1, outputting 256 channels, fol-
lowed by the BatchNorm2d and ReLU activation function; conv2 is a 3 × 3 convolution that
maps feature map channels to the number of target classes (2 in this task, corresponding
to edge and non-edge). The AEN structure is lightweight and efficient. During training,
AEN loss is weighted and combined with the semantic decoder’s loss, with a weight coeffi-
cient of 0.4, providing additional gradient information through this auxiliary supervision
mechanism to enhance the feature extractor’s ability to learn edge features.

2.4.4. Semantic Decoder

The semantic decoder is a key component of MFA-UperNet, primarily consisting of
the Cascade Pyramid Fusion Module (CPFM) and Multi-scale Selective Kernel Attention
Module (MSKAM). The collaborative work of these two modules achieves an effective
fusion of multi-scale features and adaptive enhancement of key information. The overall
structure is shown in Figure 7.
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Cascade Pyramid Fusion Module (CPFM)

Mangrove remote sensing images are characterized by complex backgrounds and
variable scales, posing severe challenges for semantic segmentation. Features at different
levels contain complementary information: low-level features preserve detailed textures,
aiding precise localization, while high-level features contain rich semantics crucial for
category recognition. To fully utilize this multi-level information, this paper designed the
Cascade Pyramid Fusion Module (CPFM) based on UperNet network and Feature Pyramid
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Network (FPN) [39]. Its core concept is to achieve the effective fusion of multi-scale features
through FPN and enhance it by introducing the Pyramid Pooling Module (PPM) [23] and
Multi-Scale Selective Kernel Attention Module (MSKAM).

The CPFM module workflow is as follows. First, it constructs a feature pyramid,
using bilinear interpolation for upsampling and 1 × 1 convolution to fuse top-down and
bottom-up features, followed by element-wise addition, achieving simple and efficient
segmentation without any complex refinement modules. Second, it introduces a Pyramid
Pooling Module (PPM) at the top layer to aggregate global context information, better
performing multi-scale context aggregation and global information collection to assist
in remote sensing image scene parsing. Finally, it applies MSKAM (detailed in Section
Multi-scale Selective Kernel Attention Module (MSKAM)) for the adaptive enhancement of
features at various levels.

Specifically, after the multi-scale features (β0, β1, β2, β3) generated by the feature
encoder are processed through CPF, four different-sized feature maps (β′

0, β′
1, β′

2, β′
3) are

obtained, as shown in Formula (2):
β′

3 = LSK(PPM(β3))

β′
2 = ECA3(β2) + f1( f2(β′

3))

β′
1 = ECA2(β1) + f1( f2(β′

2) + f2(β′
3))

β′
0 = ECA1(β0) + f1

(
f2
(

β′
1
)
+ f2(β′

2) + f2(β′
3)
) (2)

where f1(·) represents a series of standard feature extraction and transformation operations
performed in the order of 1 × 1 convolution, batch normalization, and ReLU activation
function. f2(·) represents upsampling operations using bilinear interpolation, aimed at
adjusting the size of high-level features so that the processed features can be aligned and
fused with the target feature layer. ECAi(·) and LSK(·) represent feature maps after ECA
and LSK in MSKAM (detailed in Section Multi-scale Selective Kernel Attention Module
(MSKAM)), and PPM(·) represents feature maps after the Pyramid Pooling Module, which
obtains hierarchical information from global to local through different scale pooling. The
final output is a composite feature map that fuses multiple scales, thereby achieving the
purpose of considering both global mangrove semantic information and local mangrove
detail information.

Multi-Scale Selective Kernel Attention Module (MSKAM)

The complex and variable nature of mangrove backgrounds makes structural and
semantic information in remote sensing images less distinct. To enhance the representation
capability for multi-shaped targets and effectively process scale variations and shape
differences of targets in remote sensing images, after using the aforementioned CPFM, it is
necessary to consider the localization of key channels [40] during pyramid fusion. For this
purpose, MSKAM was designed, consisting of 3 sets of Efficient Channel Attention (ECA)
modules and 1 set of Large Selective Kernel (LSK) modules, which can adaptively assess
channel value and adjust the spatial receptive field of deep targets to more comprehensively
capture channel and spatial information of mangroves. ECA focuses more on important
features at lower levels and enhances shallow features’ representation capability for targets.
Therefore, this paper added 3 ECA modules to feature pyramid modules at different
scales to enhance the importance of useful channels in the first three layers of pyramid
fusion modules, achieving quick and accurate localization of useful channels. The specific
structure of ECA is shown in Figure 8.
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Specifically, for an input feature map χ, with dimensions C × H × W (channels ×
height × width), the ECA attention mechanism processing flow is as follows. First, through
Global Average Pooling (GAP), the features are compressed into a 1 × 1 × C vector,
achieving global spatial information aggregation for each channel. Then, the module
adaptively determines the size of the one-dimensional convolution kernel k = ψ(C) (5 in
this paper) based on the number of channels C, used to control the range of local cross-
channel interactions. Channel-wise local information interaction is achieved through one-
dimensional convolution operations, a design that obtains channel dependencies without
dimensionality reduction. Finally, channel attention weights are generated and interacted
with the original feature map, with the calculation process shown in Formula (3):

χ̃ = χ · σ(C1Dk(GAP(χ))) (3)

where χ is the input feature map, σ(·) is the sigmoid activation function, C1Dk(·) repre-
sents a one-dimensional convolution layer with kernel size K, and GAP(·) is the Global
Average Pooling layer. This method achieves adaptive adjustment of different channel im-
portance, not only with high computational efficiency but also effectively capturing channel
dependencies, enhancing the network’s response capability to key mangrove features.

During the bottom-up downsampling process in the CPFM module, semantic features
of small-sized mangrove targets are rapidly lost through layer-by-layer downsampling,
resulting in less distinct semantic information in top-layer features. To address this issue,
this paper introduces the LSK (Large Selective Kernel) module at the top layer of the feature
pyramid. This module works collaboratively with PPM through a spatial selection mech-
anism, dynamically adjusting feature receptive fields and weighted merging of features
processed by deep kernel sequences, with kernel weights determined adaptively based on
input. This design enables the model to flexibly utilize convolution kernels of different
sizes, specifically adjust the spatial receptive field of deep targets, and further aggregate
top-layer context information through cascade fusion with PPM, significantly enhancing
the network’s ability to extract high-level semantic features of mangroves in deep layers.
The specific structure is shown in Figure 9.
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Specifically, the design of the LSK module encompasses three core phases: decom-
position, fusion, and selection. During the decomposition phase, large-receptive-field
convolution operations are decomposed into multiple small-sized convolution kernels with
different dilation rates. This design maintains the original overall receptive field range
while providing the network with multiple receptive field options at different scales. The
kernel size k, dilation rate d, and receptive field RF expansion of the i-th convolution are
defined as shown in Equations (4) and (5):

ki−1 ≤ ki, d1 = 1, di−1 < di ≤ RFi−1 (4)

RF1 = k1, RFi = di(ki − 1) + RFi−1 (5)

By adjusting the combination of convolution kernel size and dilation rate, different
sizes of receptive fields can be flexibly obtained. To avoid sampling gaps in the feature
maps caused by dilated convolutions, a reasonable upper limit is set for the dilation rate.
As shown in Table 2, a large-sized convolution kernel can be decomposed into 2 to 3 smaller
convolution operations, and this decomposition method can achieve theoretical receptive
fields of 15 and 23, respectively.

Table 2. Examples of Receptive Field Decomposition.

Receptive Field (RF) Convolution Kernel and Dilation Rate (K,D) Sequence

15
(15,1)

(3,1) → (5,3)
(3,1) → (7,2)

23
(23,1)

(5,1) → (7,3)
(3,1) → (5,2) → (5,3)

Decomposed convolutions can generate multiple feature maps with different receptive
field sizes, providing greater flexibility for subsequent kernel selection. Compared to
directly using large-sized convolution kernels, the sequential decomposition method can
significantly reduce computational complexity. While maintaining the same theoretical
receptive field, the decomposition strategy can not only reduce the model’s parameter count
but also effectively lower the network’s computational overhead. The specific calculation
process is shown in Equation (6).

U0 = X, Ui+1 = Fi(Ui) (6)
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where Fi(·) represents the i-th convolution operation with dilation rate, and Ui denotes the
i-th input feature map. Additionally, each small-sized convolution kernel is followed by a
1 × 1 convolution layer FF to reduce the number of channels, thereby decreasing subsequent
computational and parameter costs. The calculation process is shown in Equation (7).

U0 = X, Ui+1 = Fi(Ui) (7)

where Ũi represents the feature map after processing through the 1 × 1 convolution layer
F 1×1

i (·). In the fusion phase, the contextual features obtained from different receptive field
convolution kernels in the decomposition phase are first concatenated along the channel
dimension. The calculation process is shown in Equation (8).

Ũ = Concat(Ũ1, . . . , Ũi) (8)

where Ũ represents the feature map after concatenating Ũi. Then, channel-based average
pooling and max pooling are applied to Ũ to effectively extract spatial relationships between
different positions in the feature map. The calculation process is shown in Equation (9).

SAavg = Pavg(Ũ), SAmax = Pmax(Ũ) (9)

where Pavg(·) and Pmax(·) represent channel-based average pooling and max pooling,
respectively, and SAavg and SAmax represent the spatial relationship feature maps after
average pooling and max pooling. To achieve information interaction between different
spatial relationships, different spatial relationship feature maps are concatenated, and the
convolution layer F 2→N is used to transform the aggregated feature map (2 channels) into
two N × N spatial attention maps (where N is the width of the feature map, assuming
input feature dimensions are consistent). The calculation process is shown in Equation (10).

ŜA = F 2→N([SAavg, SAmax]
)

(10)

where ŜA represents the set of spatial attention maps. For each spatial attention map
ŜAi, a sigmoid activation function is used to obtain the spatial selection mask S̃Ai for
each participating decomposed convolution kernel. The calculation process is shown
in Equation (11).

S̃Ai = σ(ŜAi) (11)

where σ(·) represents the sigmoid function. In the selection phase, the feature maps in
the decomposed convolution kernel sequence are first weighted according to the spatial
selection masks. Subsequently, the weighted feature maps are fused through convolution
operation Fi(·) to generate the attention feature map S. The calculation process is shown
in Equation (12).

S = F
(

N

∑
i=1

(
S̃Ai · Ũi

))
(12)

Finally, the input feature map X is element-wise-multiplied with the attention
feature map S to obtain the output feature map Y. The calculation process is shown
in Equation (13).

Y = X · S (13)

Based on this design, the LSK (Large-Scale Kernel) module can adaptively adjust the
receptive field range according to the target’s scale, enabling the network to more pre-
cisely extract contextual information needed for mangrove targets of different scales. This
adaptive mechanism not only effectively addresses the problem of insufficient contextual
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information but also reduces interference from redundant background information, thereby
improving the accuracy of feature extraction.

Through the above analysis, it can be seen that the semantic decoder proposed in
this paper constructs an efficient multi-scale feature fusion and enhancement framework
through the collaborative work of two core modules: CPFM and MSKAM. CPFM achieves
a seamless fusion of multi-level features based on a cascaded feature pyramid structure
and effectively captures global contextual information through the PPM module. MSKAM
innovatively integrates the ECA channel attention mechanism and LSK Large Selective
Kernel module, achieving precise channel selection and adaptive receptive field adjustment
at different levels of the feature pyramid. This multi-level feature processing mechanism
fully aligns with the characteristics of mangrove remote sensing images, effectively ad-
dressing core challenges in semantic segmentation such as multi-scale feature fusion, key
information enhancement, contextual information acquisition, and computational efficiency
optimization, significantly improving the performance of mangrove remote sensing image
semantic segmentation.

2.5. Loss Function

Due to the high-resolution characteristics of remote sensing images, the number of
background pixels far exceeds the number of mangrove pixels, leading to a severe sam-
ple distribution imbalance problem. To address this challenge, this chapter designs a
hybrid loss function CLloss to optimize network performance. This loss function com-
bines cross-entropy loss and Lovasz-Softmax loss, which not only effectively alleviates the
class imbalance problem but also specifically enhances the optimization of segmentation
boundary regions, thereby improving the overall segmentation accuracy of the model.

The cross-entropy loss function is used to measure the difference between predicted
probabilities and true labels in classification tasks, thereby driving the model to learn
correct pixel classification. Its definition is shown in Equation (14):

LossCE = − 1
N

N

∑
I=1

yi ∗ logŷi (14)

where N represents the total number of pixels, yi is the true label of pixel i, ŷi is the model’s
predicted probability output for pixel i, and log represents the natural logarithm.

The Lovasz-Softmax loss is constructed based on the Jaccard index (IoU) [41]. For
category c, the Jaccard index is defined as shown in Equation (15):

Jc(y, ỹ) =
|y = c ∩ ỹ = c|
|y = c ∪ ỹ = c| (15)

where y = c represents the set of pixels belonging to Category c in the true labels, ỹ = c
represents the set of pixels belonging to Category C in the predicted results, and |·| repre-
sents the cardinality (number of elements) of the set. The Jaccard loss is defined as shown
in Equation (16):

∆Jc(y, ỹ) = 1 − Jc(y, ỹ) (16)

To more precisely characterize misclassified pixels, the set of misclassified pixels for
Class c can be defined as shown in Equation (17):

Mc(y, ỹ) = y = c, ỹ ̸= c ∪ y ̸= c, ỹ = c (17)
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Based on the set of misclassified pixels, the Jaccard loss can be rewritten as shown
in Equation (18):

∆Jc(y, ỹ) =
|Mc|

|y = c ∪ Mc|
(18)

Since the Jaccard loss is non-differentiable, it needs to be smoothed for use in deep
learning frameworks. Here, the Lovasz extension is introduced, which is a method to
extend discrete set functions to continuous domains. For a submodular function F, its
Lovasz extension is defined as shown in Equation (19):

F(m) =
P

∑
p=1

F(π1, . . . , πp)[πp(m)− πp−1(m)] (19)

where m is the error vector, P is the vector dimension, π is the permutation that sorts the
components of m in descending order, and π0(m) = 0. The calculation method for the error
vector m is shown in Equation (20):

mi =

{
1 − fc(xi) if yi = c
fc(xi) otherwise

(20)

where fc(xi) is the model’s predicted probability that pixel i belongs to category c. The
final Lovasz-Softmax loss is defined as shown in Equation (21):

LossLovasz =
1
|C| ∑

c∈C
∆ Jc(m(c)) (21)

where C is the set of categories, which is 2 in this study. Finally, combining the above two
loss functions yields the final hybrid loss function, as shown in Equation (22):

LossCL = αLossCE + (1 − α)LossLovasz (22)

where α is a weight parameter used to balance the contribution of the two loss functions.
Through experimental validation, when α = 0.6, the model achieves optimal performance.
The selection of weights takes into account both the degree of sample imbalance and bound-
ary precision requirements. During the training process, the cross-entropy loss dominates
the early optimization process, ensuring basic classification accuracy. Meanwhile, the
Lovasz-Softmax loss takes a dominant role in the later stages, further optimizing segmenta-
tion boundaries and addressing class imbalance issues. Experimental results demonstrate
that this hybrid loss function strategy can effectively improve model performance in man-
grove remote sensing image segmentation tasks.

2.6. Evaluation Metrics

This paper uses Pixel Accuracy (PA), mean Pixel Accuracy (mPA), mean Intersection
over Union (mIoU), number of parameters, and Floating-Point Operations (FLOPs) to
evaluate the segmentation performance of different models. Pixel Accuracy (PA) represents
the proportion of correctly segmented pixels. It can be calculated by dividing the number of
correctly segmented pixels by the total number of pixels, and the result is used to evaluate
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the overall accuracy of the model. For k + 1 classes, including k foreground classes and 1
background class, PA is defined as shown in Formula (23):

PA =

k
∑

i=0
pii

k
∑

i=0

k
∑

j=0
pij

, PA ∈ (0, 1), (23)

where pii denotes the number of correctly classified pixels and pij is the number of pixels
in Class i that are predicted to be in Class j. PA is often used to evaluate the overall
segmentation effect, and the closer PA is to 1, the better the model performance is.

In mangrove segmentation, the PA metric particularly focuses on the model’s ability to
capture the overall outline of mangrove areas. A higher PA value indicates that the model
can accurately identify the main areas of mangroves, which is significant for mangrove
resource surveys and area statistics. However, considering the uneven distribution and
boundary complexity of mangroves, relying solely on the PA metric might overlook the
segmentation quality of small-area mangroves or edge regions. Therefore, mean Pixel
Accuracy (mPA) is introduced to represent the average of all PAs, with the mPA calculation
formula defined as shown in Formula (24):

mPA =
1

k + 1

k

∑
i=0

pii
k
∑

j=0
pij

(24)

mPA better reflects the model’s performance in handling mangroves with different
densities and distribution characteristics by averaging the accuracy rates of various cate-
gories. This is particularly important for evaluating the model’s segmentation performance
in complex environments (such as areas where mangroves are mixed with other vegetation,
and areas with varying degrees of density).

To more rigorously evaluate segmentation accuracy, especially performance in man-
grove boundary regions, this paper also introduces mean Intersection over Union (mIoU)
as an evaluation metric for the model, with mIoU defined as shown in Formula (25):

mIoU =

K
∑

i=0

|Ai ∩ Bi|
|Ai ∪ Bi|
K + 1

, (25)

where A and B denote labeling and prediction results, respectively. The mIoU metric is
more sensitive to the accuracy of segmentation boundaries and can better evaluate the
model’s segmentation precision at interfaces between mangroves and other features (such
as water bodies and other vegetation). This has significant practical implications for the
dynamic monitoring and boundary change analysis of mangrove ecosystems.

Parameters and Floating-Point Operations (FLOPs) are two core metrics for evaluating
the complexity of deep learning models. FLOPs quantifies the number of floating-point
calculations required for a single forward inference of the model, typically measured in
GFLOPs (billion Floating-Point Operations). The FLOP value directly reflects the com-
putational cost of the model, with higher FLOPs indicating greater computational load
and longer inference time. The number of parameters characterizes the storage scale of
the model. In mangrove species recognition tasks, the comprehensive evaluation of these
two metrics—Parameters and FLOPs—provides important guidance for actual model de-
ployment. In mangrove semantic segmentation tasks, balancing these metrics helps achieve
an equilibrium between model performance and resource consumption, ensuring both



Appl. Sci. 2025, 15, 976 20 of 29

recognition accuracy and efficient model operation under limited resources. This quanti-
tative evaluation method provides a reliable basis for the engineering implementation of
mangrove species recognition systems.

3. Result and Discussion
3.1. Network Training Parameters

The experimental environment configuration for this paper is as follows. For hardware,
an Intel Core i7-12700H processor is used, equipped with 32 GB DDR4-3200 MHz memory,
and a single NVIDIA RTX 3090 graphics card (24 GB VRAM) (NVIDIA, Santa Clara, CA,
USA) for deep learning computation acceleration. The software environment is based on
the Ubuntu 18.4 operating system, using Python 3.8 as the development language and the
PyTorch 1.9.0 deep learning framework (with CUDA 11.1.1) for related experiments. In
deep learning training, the batch size is set to 4, the optimizer is “AdamW”, the weight
decay is 0.05, the initial learning rate is 1 × 10−4, the learning rate strategy uses LinearLR
and PolyLR adjustment, and the number of training iterations is 160,000.

3.2. Comparison Experiment Results and Analysis

To evaluate the performance of MFA-UperNet in mangrove segmentation, comparative
experiments were conducted between the proposed MFA-UperNet and other models
on the dataset constructed in this paper. The dataset consists of 1798 training images,
514 validation images, and 256 test images. The values shown in the table represent the
average of five independent tests performed on the validation and test sets. Independent
sample t-test analysis indicates that the performance differences between models are
statistically significant (p < 0.05). This paper uses mIoU, mPA, Params, and FLOPs as
evaluation metrics. The segmentation results of different models for mangroves are shown
in Table 3.

Table 3. A performance comparison of different segmentation models on the MSSDBG dataset.

Model Backbone
Mangrove Background mIoU

(%)
mPA
(%)

Params
(M)

FLOPs
(G)IoU (%) PA (%) IoU (%) PA (%)

DANet [24] ResNet50 87.86 93.03 92.80 96.57 90.33 94.80 47.5 216.1
PSANet [25] ResNet50 89.56 94.43 93.79 96.83 91.67 95.63 56.8 205.1
PSPNet [23] ResNet50 90.56 95.03 94.39 97.12 92.47 96.07 46.6 182.6

DeepLabv3+ [27] ResNet50 89.61 94.44 93.82 96.86 91.72 95.65 41.2 183.3
Swin-UperNet [32] Swin Transformer tiny 92.05 95.80 95.29 97.62 93.67 96.71 59.4 242.7

K-Net [28] Swin Transformer tiny 88.31 93.36 93.07 96.67 90.69 95.02 250.1 441.3
PIDNet [29] PIDNet-S 92.41 95.90 95.52 97.80 93.97 96.85 72.6 258.6

Ours ConvNeXt-tiny 93.13 96.21 95.95 98. 07 94.54 97.14 59.2 234.2

Note: Bold indicates best data.

As shown in Table 3, compared to methods such as DANet, DeepLab v3+, and Swin-
UperNet, the proposed MFA-UperNet method achieves more precise recognition results,
particularly excelling in mangrove boundary localization and detail preservation under
complex backgrounds. It achieves optimal results across all evaluation metrics, including
IoU, PA, mIoU, and mPA, primarily due to the innovative design of three core modules in
the network: the feature encoder, Auxiliary Edge Neck (AEN), and the Cascade Pyramid Fu-
sion Module (CPFM) along with Multi-scale Selective Kernel Attention Module (MSKAM)
in the semantic decoder. The feature encoder employs the ConvNeXt architecture, whose
powerful feature extraction capability enables the network to effectively capture multi-level
information from local textures to global structures, providing a solid feature foundation
for subsequent processing. The Auxiliary Edge Neck significantly improves segmentation
accuracy in edge regions through lightweight fully convolutional network design and the
introduction of hybrid loss functions, providing an effective solution to the problem of
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blurred boundaries between mangroves and backgrounds. It not only provides additional
gradient information for the backbone network but also offers new insights into edge
enhancement theory in remote sensing image segmentation. The CPFM and MSKAM in
the semantic decoder represent an innovative feature fusion and enhancement solution.
CPFM integrates the Feature Pyramid Network (FPN) and Pyramid Pooling Module (PPM),
employing a bidirectional feature fusion strategy from top-down and bottom-up, achieving
an efficient fusion of multi-scale features. Meanwhile, MSKAM combines ECA channel
attention and LSK Large Selective Kernel module to achieve precise channel selection and
adaptive receptive field adjustment at different levels of the feature pyramid. This design
not only effectively addresses the challenges of complex backgrounds and variable scales
in mangrove remote sensing images while maintaining computational efficiency but also
provides an innovative solution to the problem of multi-scale feature representation in
remote sensing image analysis.

To more intuitively understand the differences between the proposed method and
other methods, visualization results are presented in Figure 10, where red regions represent
identified mangroves, blue regions represent non-mangrove areas, and in the second
column, black and gray regions correspond to background and Ground Truth, respectively.
Through comparative analysis, the method in this chapter demonstrates clear advantages
in several key aspects. The generated segmentation boundaries more closely align with the
actual mangrove distribution range. (Figure 10a,b) In handling complex background areas,
this chapter’s method shows stronger robustness, effectively avoiding the common category
confusion problems seen in other models, which is particularly evident in the results shown
in the third row. (Figure 10c) Notably, in the completeness test shown in the fourth row,
only this chapter’s method successfully achieved complete coverage of the target area,
while other models showed varying degrees of omission. (Figure 10d) Considering all
metrics comprehensively, the method in this chapter demonstrates significant advantages
in both segmentation accuracy and boundary precision.
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However, through an in-depth analysis of the segmentation results, we also found that
MFA-UperNet still has room for improvement in certain challenging scenarios. In areas
with dense mangrove distribution, due to spectral confusion caused by vegetation canopy
overlap in remote sensing images, the model’s delineation of mangrove boundaries is not
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precise enough. In areas with complex lighting conditions, especially in remote sensing
images with strong shadows or uneven illumination, the segmentation performance shows
slight degradation. In transition zones between mangroves and other coastal vegetation,
due to the similarity of the spectral features in remote sensing images, there exists some
uncertainty in the model’s discrimination between mangrove and non-mangrove areas.
Furthermore, in coastal areas affected by tides, spectral variations caused by water coverage
also pose challenges to accurate mangrove identification. From a computational efficiency
perspective, the Parameters and FLOPs of our proposed model have increased compared
to lightweight networks such as DANet and PSANet. This suggests that one important
direction for future research is to further reduce the model’s parameter count and computa-
tional complexity while maintaining or improving current segmentation accuracy through
optimizing network structure design, exploring more efficient feature extraction and fusion
strategies, and adopting model compression techniques, thereby achieving a better balance
between efficiency and performance. This has significant practical implications for model
deployment in real-world applications.

As shown in Figure 11, the curves illustrating changes in Loss values and accuracy are
presented. These graphs comprehensively reflect the training process and performance of
the model.
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3.3. Ablation Experiment Analysis

In this section, we conduct ablation experiments and performance analysis on the
key modules in MFANet to validate their effectiveness. First, we discuss the performance
differences between the ConvNeXt network and the Swin Transformer as encoders for the
MFANet. Then, we evaluate the effectiveness of the CPF module, MECA module, and
AEN module in MFANet while also assessing the impact of different loss functions on the
mangrove segmentation results.

The encoder used in the MFANet is the ConvNeXt network. Figure 12 presents
a comparison of the improvement effects between the ConvNeXt network and the
Swin Transformer.

Figure 12 illustrates the improvement effects of the five components in the ConvNeXt
network and provides a direct comparison with the Swin Transformer. Compared to Swin-
T, ConvNeXt-T achieves a 0.7% improvement in accuracy on the ImageNet dataset under
the same GFlOPs. Moreover, it outperforms the Swin Transformer on the COCO detection
dataset and the ADE20K segmentation dataset. Therefore, we employ ConvNeXt-T for the
semantic segmentation task of mangrove remote sensing images.
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To validate the effectiveness of the backbone network in the MFA-UperNet model,
experiments were performed using ConvNeXt-small, ConvNeXt-tiny, and ConvNeXt-base
as the backbone networks. This was performed to compare the impact of different backbone
network levels on the segmentation results, which aimed to achieve a better balance
between segmentation accuracy and inference speed. Table 4 presents the experimental
results and the number of parameters for each level of the backbone networks.

Table 4. The experimental results of different backbone networks on the MRSDBG dataset.

Backbone
Mangrove Background mIoU

(%)
mPA
(%)

Params
(M)

Flops
(G)IoU (%) PA (%) IoU (%) PA (%)

ConvNeXt-T 93.03 96.14 95.52 98.02 94.27 97.08 59.24 234
ConvNeXt-S 92.90 96.05 95.82 98.03 94.36 97.04 80.88 256
ConvNeXt-B 92.59 95.95 95.63 97.88 94.11 96.92 121.02 292

Note: Bold indicates best data.

The experimental results show that ConvNeXt-T achieved relatively optimal seg-
mentation results on the MSSDBG dataset, and it was worth noting that ConvNeXt-T
achieves the lowest parameter count of 59.24 M, which was 21.64 M and 61.82 M less than
ConvNeXt-S and ConvNeXt-B, respectively. Although ConvNeXt-T’s FLOPs was 234 G,
which was lower than ConvNeXt-S and ConvNeXt-B, the combination of its lowest number
of parameters and highest accuracy proved that ConvNeXt-T better processed the semantic
features of the mangrove forests in the MSSDBG, so ConvNeXt-tiny was finally chosen as
the encoder backbone network for the model.

To comprehensively evaluate the network architecture proposed in this paper, we
conducted systematic ablation experiments on key modules using our constructed dataset
and performed an in-depth analysis of the results. This section focuses on evaluating the
effectiveness of several core modules proposed in this paper, including CPFM, CLloss,
AEN, and MSKAM modules. Using FPN as the baseline, we verified their effectiveness
through a progressive addition of each module. The results are shown in Table 5.
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Table 5. Ablation study results of the model under different settings.

Method mIoU (%) mPA (%)

Baseline 88.31 93.36
Baseline + CPFM 92.55 95.88

Baseline + CPFM + CLloss 92.89 96.07
Baseline + CPFM + CLloss + AEN 93.07 96.11

Baseline + CPFM + CLloss + AEN + MSKAM 94.54 97.14
Note: Bold indicates best data.

As shown in the results from the above table, after incorporating CPFM, mIoU in-
creased by 4.24% and mPA by 2.52%, indicating that CPFM effectively integrated multi-scale
feature information of mangrove wetlands through the cascaded fusion of Feature Pyramid
Network and Pyramid Pooling Module. Detail textures preserved in lower-level features
improved localization accuracy, while semantic information from higher-level features
enhanced category recognition capability, thereby significantly improving the overall seg-
mentation performance of mangrove wetlands. After adding CLloss, mIoU increased
by 0.34% and mPA by 0.19%, demonstrating that the introduction of CLloss hybrid loss
function effectively addressed the sample distribution imbalance issue. By combining
cross-entropy loss and Lovasz-Softmax loss, it maintained overall classification accuracy
while optimizing boundary region segmentation precision, showing particular advantages
in handling cases with significant quantity disparities between mangrove and background
categories. Following the addition of AEN, mIoU increased by 0.18% and mPA by 0.04%,
showing that the introduction of the AEN auxiliary edge segmentation branch enhanced
the model’s ability to recognize mangrove wetland boundary regions. Through specialized
edge learning and auxiliary supervision of the third-layer features, it effectively improved
the blurring issues at boundaries between mangroves and surrounding vegetation, en-
hancing segmentation refinement. After incorporating MSKAM, mIoU increased by 1.47%
and mPA by 1.03%, indicating that MSKAM significantly enhanced the model’s ability to
recognize mangrove wetlands in complex backgrounds. Through the adaptive enhance-
ment of shallow feature channels by the ECA module and the dynamic adjustment of deep
feature receptive fields by the LSK module, it achieved more precise feature extraction and
spatial information capture, effectively addressing issues such as scale variations and shape
differences of mangrove wetland targets in remote sensing images. Therefore, through
these ablation experiments, this paper validated the effectiveness of the proposed modules.

Meanwhile, to more intuitively demonstrate the effectiveness of the modules proposed
in this paper, we visualized the results of both individual modules and the combination
of multiple modules. Through this approach, we can clearly showcase each module’s
contribution to the model’s performance improvement, as shown in Figure 13.

In the baseline method, the model showed notable limitations in mangrove identifi-
cation, exhibiting misclassification phenomena and obvious blurring effects in boundary
regions. After introducing CPFM, due to its effective fusion of multi-scale feature informa-
tion, the model’s overall segmentation performance improved significantly, with notably
reduced misclassification areas, although some inaccuracies in boundary processing re-
mained. Following the addition of CLloss, through the optimization of mixed loss functions,
the model demonstrated better performance in handling sample imbalance issues and im-
proved boundary region segmentation accuracy, though the capture of detailed features in
complex scenarios still needed improvement. With the further introduction of the AEN
module, the model’s ability to recognize edge regions was enhanced with clearer boundary
contours, but some difficulties remained in processing small-target mangroves. Finally,
after incorporating MSKAM, the model’s performance reached its optimal state. Through
the synergistic effect of ECA and LSK modules, feature extraction became more precise and
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spatial information acquisition more comprehensive, enabling the model to better handle
targets of different scales, particularly achieving significant improvements in small target
recognition and boundary detail processing in complex backgrounds. The segmentation
results became more refined, boundaries clearer, and misclassification phenomena substan-
tially reduced, fully validating the effectiveness and synergy of each module proposed in
this paper.
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3.4. Overall Results and Discussion

Based on China’s new generation of high spatial resolution Earth observation satellites,
this paper constructs the MRSDBG dataset and quantitatively analyzes the impact of
different improvement strategies of MFA-UperNet on mangrove segmentation accuracy.
For feature extraction, MFA-UperNet uses ConvNeXt, a pure convolutional network, as the
encoder. Compared to Swin Transformer, ConvNeXt achieves a 0.7% accuracy improvement
on the ImageNet dataset and demonstrates stronger feature extraction capabilities for high-
resolution remote sensing images, performing better than different backbone networks like
ResNet and PIDNet. In terms of multi-scale and feature pyramid improvements, the CPFM
and MSKAM modules designed through the Feature Pyramid Network can effectively
address the complex and variable background of mangroves and large-scale variations,
with the addition of CPFM increasing mIoU and mPA by 4.64% and 0.59%, respectively, and
the MSKAM improving them by 1.47% and 1.03%. For edge segmentation optimization, the
AEN module enhances the model’s segmentation performance through fully convolutional
neural networks and hybrid CLloss function, with the addition of AEN module and CLloss
improving mIoU and mPA by 0.52% and 0.23%, respectively. In comprehensive comparison
experiments with existing methods, our MFA-UperNet model achieved improvements of
0.87% and 0.43% in mIoU and mPA, respectively, compared to Swin-UperNet; compared
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to DeepLabv3+, it achieved improvements of 2.82% and 1.49%. Furthermore, compared
to representative methods such as PIDNet, K-Net, and PSPNet, our model also achieved
significant performance improvements. These comprehensive experimental results fully
demonstrate the excellent performance and effectiveness of MFA-UperNet in mangrove
semantic segmentation tasks. Meanwhile, this research has also improved the mangrove
monitoring and assessment system in Beihai City, promoting the enhancement of dynamic
monitoring capabilities for mangrove ecosystems.

4. Limitations and Future Work
Although MFA-UperNet demonstrates excellent performance in mangrove remote

sensing image semantic segmentation tasks, there are still some limitations and areas for
improvement. First, the current experimental validation is primarily based on the MSSDBG
dataset from specific geographical regions, and the model’s generalization performance
across different geographical locations, seasons, and growth states of mangroves needs
further validation. Second, mangrove remote sensing images are easily affected by environ-
mental factors such as weather conditions, tidal changes, and atmospheric conditions, and
the potential impact of these factors on model performance has not been fully explored.
Additionally, there is room for improvement in the model’s recognition effectiveness for
sparsely distributed or small-area mangrove regions. In practical applications, the model’s
computational complexity and hardware requirements may also become limiting factors.
Future work will focus on expanding the geographical and temporal coverage of the
dataset, enhancing the model’s adaptability to environmental changes, improving small
target recognition performance, and exploring unsupervised methods based on multispec-
tral remote sensing images and drone imagery to further enhance the model’s performance
in practical applications such as mangrove change detection.

5. Conclusions
This paper proposes a Multi-scale Fusion Attention Unified Perceptual Network (MFA-

UperNet) for the semantic segmentation of mangrove remote sensing images. The main
conclusions are as follows:

(1) The construction of the MSSDBG dataset based on multi-source high-resolution re-
mote sensing images represents a significant contribution to mangrove monitoring research.
By incorporating multi-temporal and multi-scale characteristics from multiple satellite
sources, this dataset provides essential support for algorithm development and validation
in mangrove semantic segmentation tasks.

(2) The proposed MFA-UperNet demonstrates innovative architectural design through
its key components: a ConvNeXt-based feature encoder for superior feature extraction,
a Cascade Pyramid Fusion Module (CPFM) for effective multi-scale feature handling, a
Multi-scale Selective Kernel Attention Module (MSKAM) for adaptive feature enhancement,
and an Auxiliary Edge Neck (AEN) for improved boundary accuracy. This comprehensive
design effectively addresses the challenges of complex backgrounds and scale variations in
mangrove remote sensing images.

(3) The experimental results convincingly validate the effectiveness of MFA-UperNet,
achieving outstanding performance with 94.54% mIoU and 97.14% mPA on the MSSDBG
dataset. The model significantly outperforms existing methods, including Swin-UperNet,
DeepLabv3+, and PIDNet, while ablation studies confirm the substantial contribution of
each proposed module to the overall performance improvement.

The practical applications and implications of this research extend beyond technical
achievements, demonstrating the feasibility of high-precision mangrove mapping using
deep learning approaches. This work not only contributes to improving regional mangrove
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monitoring and assessment systems but also provides valuable technical support for
mangrove protection and management efforts, advancing the field of remote sensing-based
coastal ecosystem monitoring.
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