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Abstract: The first part of this paper discusses the research context, taking a closer look
at the development of Industry 4.0 and the growing importance of the IIoT, which entails
new cybersecurity challenges. The issue of cyber threats and the need to increase the level
of protection in machine control systems, which are particularly vulnerable to attacks due
to their connection to the network, is also presented. The Introduction concludes with
a presentation of the article’s objective, which is to analyze the requirements of security
levels (SLs) and the implementation of relevant international standards. The next section
reviews the current research on cybersecurity in machine control systems. This section
also points out the research gaps that the article aims to fill. The next section presents the
risk assessment used to ensure safety during machine operations based on ISO 12100. The
article describes safety functions implemented in machine control systems, including the
SIL (safety integrity level) and PL (performance level) specifications. An important part
of the article is the creation of a relationship between PL and SL, showing how the safety
functions of systems are related to protection against cyber threats. The last part of the
article gives a case study in the form of examples of machines and their control systems
performing safety functions, which require various SLs depending on the PLs.

Keywords: cybersecurity; machinery control systems; performance levels; PLs; security
levels; SLs

1. Introduction

The effective cybersecurity of industrial systems requires the cooperation of both
manufacturers and machine users. Remote access and password monitoring should not
be a coincidence, as negligence can result in the appearance of cyber-attacks, for exam-
ple, by former employees on both the manufacturer’s and user’s side, as well as other
external parties.

Cyber-attacks are primarily associated with attacks via the Internet; however, one
should also take into account the unintentional infection of the system by connecting a
virus-ridden data carrier, such as a portable memory stick, or deliberate sabotage associated
with unrestricted access by an internal company employee to programmable devices on
production lines.

Cyber-attacks can cause, among other things, the following;:

e  Halting production or reducing production;

e Loss of quality of manufactured workpieces, which may not be easy to detect quickly
and exposes the company to financial losses;
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e  Loss of data—encryption by blackmailers demanding ransom;

e Falsification of documentation and the introduction of chaos in various departments
of the company;

e  Emission of hazardous substances into the environment—contamination of the envi-
ronment and danger to local residents or the wider area;

e  Loss of safety functions in machine control systems, which can directly expose em-
ployees to mechanical hazards, hazards associated with the emission of hazardous
substances, and many others.

It is therefore important to implement appropriate protections in terms of cybersecurity
with expenditures commensurate with the potential consequences caused by cybercrime. A
company should have a policy in place related to cybersecurity, which should be constantly
improved due to the fact that cyber criminals are constantly looking for opportunities to
attack through the vulnerabilities they discover.

Policies related to cybersecurity should address, among other things, the management
of passwords for programmable devices, such as the following;:

e Rules for creating passwords for newly acquired PLCs/microcontrollers/machine
computers;

e  How often they should be changed (e.g., due to employee turnover);

e  Where they should be stored (on the local computer’s disc/on the network on a
server, whether in encrypted form; consider that such a computer can also be attacked,
resulting in the loss of stored passwords; another solution is to store passwords written
on paper);

e  Who should have access to stored passwords;

e  Rules for supervising compliance with the policy (checking that passwords are not
written, for example, with a marker on the controller or on the door of the control
cabinet or on electrical diagrams, etc.).

It is also important to deliberately assign permissions and formulate requirements for
remote machine operation as follows:

Encrypted connections required;
Access only within a certain pool of IP addresses;

Degree of password complexity;

Temporary access rather than unlimited time;

e  Read-only connection, if sufficient;

e  Generation of a post-intervention checksum;

e Recording the date, time, and personal data of the modifier.

Experience shows that as programmable devices are used, vulnerabilities in their
software become apparent. This therefore requires the constant monitoring of software
updates. This issue is often neglected, giving cyber criminals more freedom of action.

The purpose of this study is to analyze cybersecurity requirements for industrial ma-
chine control systems, focusing on their integration with safety levels (SLs) and performance
levels (PLs). The study aims to fill the gap in the literature by providing a comprehensive
framework for linking safety and security requirements in industrial systems, addressing
both hardware and network-level vulnerabilities. The remainder of this article will mainly
analyze the aspect concerning the loss of safety functions (SFs) in machine control systems
due to a cyber-attack, which can result in hazards to employees. Hazards can result in slight
or severe injuries and even the death of a single person caused by a machine. The article
does not consider catastrophes (the death of many people as a result of a danger event).
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2. Analysis of Cyber Threats in the Industry

With the increasing digitization of industrial processes and the development of IoT
and IloT technologies, the cybersecurity of machine and production line control systems has
become a key issue in securing critical infrastructure and industrial automation. Research
in this field focuses on analyzing and optimizing measures to protect against cyber-attacks
and implementing effective strategies to safeguard against security breaches in control
systems. The sources of cyberattacks can be divided into two groups, namely external
threats and internal threats. External threats often include cybercriminal organizations or
independent hackers who use tools such as phishing, ransomware, and denial-of-service
attacks to exploit system vulnerabilities. Internal threats, on the other hand, can result
from malicious or negligent actions by employees or others with access to the network [1].
Identifying these sources is crucial to implementing tailored security measures.

Tanveer et al. in [2] describe methods for designing industrial automation applications
that are secure against attacks while ensuring the high availability of systems. This work
is a key contribution to the issue of security integration in IoT/IloT applications. Lesi
et al. in [3] analyze the issue of distributed security in industrial automation, specifically
focusing on IoT vulnerabilities and threats that require multi-layer security in high-risk
environments.

Duque Anton et al. in [4] conduct an extensive analysis of the vulnerability of con-
trol systems to cyber threats around the world. The findings reveal significant security
vulnerabilities that can pose a direct danger to the safety of operators. On the other hand,
Buczkowski et al. in [5] introduce the CySec-Tool, which allows for security optimization
based on probabilistic attack models. Analysis based on the attack model enables the
identification of vulnerabilities in automation and control systems.

Boyes in [6] emphasizes the importance of applying protection standards for industrial
networks and the control of industrial systems. This research takes into account the specific
principles of designing systems that are resilient to cyber-attacks, which is crucial for
managing risk in industrial networks.

An important aspect in cybersecurity research for automation systems is the topic of
detecting and defending against malicious activities. A hierarchical approach to managing
system complexity and security was discussed by Mesarovic (1970), providing foundational
insights into multi-level control systems [7]. Liu et al. in [8] describe scenarios of attacks
based on data falsification in power grids, which indicates the need for advanced methods
to detect integrity violations. Slay and Miller in [9] detail an incident involving an attack on
a water management system, which provides an important case study of the consequences
of a lack of cybersecurity in critical infrastructure.

In the context of security certification and compliance assurance, the work of Chen
etal. [10] and Gajek et al. [11] take a closer look at the topic of so-called property-based attes-
tation and the TLS (transport layer security) model. These studies bring important aspects
to the development of secure communication protocols and protection against attacks.

In the area of key exchange and encryption, the work of Manowska et al. [12] points to
new methods of defending against key compromise in key exchange protocols, which provides
the foundation for protecting against unauthorized access to machine control systems.

The topic of privacy and security in control systems was addressed by Cutillo et al.
in [13]. Their research includes mechanisms for discovering common contacts and pro-
tecting user privacy, which can be applied in the context of the remote monitoring of
industrial systems.

The article [14] addresses current problems of risk analysis and probabilistic mod-
elling for functional safety management in the life cycle of safety-related systems. Some
methodological aspects of the functional safety assessment are outlined that include the
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modelling of dependent failures or cybersecurity and verifying the safety integrity level
(SIL) under uncertainty.

In the article [15], the author identifies typical mistakes of machinery safety-related
control systems and mentions the cybersecurity requirements that will be imposed by
Machinery Regulation 2023/1230/EU [16] in 2027.

All of the above work underscores the growing need to implement protective measures
against cyber threats, but there remains a research gap in the integration of IEC 62443
group of standards on the security for industrial automation and control systems with the
safety levels of machine control systems’ safety functions. In particular, there is a lack of
unambiguous cybersecurity guidelines for machine safety systems within Industry 4.0.
This article fills these gaps by proposing the implementation of security standards for
machine control systems, taking into account security levels (SLs) and their relationship to
the safety functions implemented by machine control systems, providing greater protection
against unwanted incidents and increasing the resilience of industrial infrastructure against
cyber-attacks.

3. Machine Safety Requirements
3.1. Risk Assessment and Reduction

According to ISO 12100 [17], a risk assessment should be performed as early as at the
machine design stage. The risk assessment consists of risk analysis and risk evaluation.
The risk analysis consists of the three following steps:

e  Defining machine limitations;
e Identifying hazards (e.g., mechanical, electrical, security threats);
e  Risk estimation.

For each individual hazard, a risk estimation is performed, which can take several
levels, from negligible through low, medium, significant, or high. The higher the risk, the
more severe the injury possibly is and/or there is a higher probability of a hazardous event.
Thus, the higher the risk, the more reliable and therefore expensive measures must be taken
to minimize the risk to an acceptable level.

Also, the Machinery Regulation 2023/1230/EU [16], which will take effect in 2027,
requires the use of protections against intrusion with particular attention to the safety
functions performed by machine control systems. In the Annex III on Essential Health
and Safety Requirements, Section 1.1.9 requires a machine or related product to record
the evidence of authorized or unauthorized tampering with respect to that component
of hardware when it relates to connecting to or accessing software that is essential to the
machine’s or related product’s compliance.

Thus, depending on the estimated risk that may arise from cyber threats, appropriate
measures should be adopted to reduce the risk from that hazard. To estimate the risk
from cyber threats, we will use the proposed relationship between PLs and SLs in the
next chapters.

3.2. Safety Functions

Risks from certain hazards are minimized with safety-related control systems. A given
control system can then implement a single or multiple safety functions.

The requirement specification for safety functions consists of functional requirements
and safety integrity. Functional requirements are most often specified as a formulation,
such as “Stop the dangerous movement of the machine when the interlocking guard is
opened and prevent it from starting until the guard is closed”.

The ranking of system state parameters is based on their relative impact on the overall
safety and security of the system. Parameters were evaluated using a weighted scoring
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system, considering criteria such as the frequency of occurrence, severity of potential
consequences, and the likelihood of detection. The methodology follows established risk
assessment frameworks, including ISO 12100 and ISO 13849-1 [18], which recommend
prioritizing parameters based on their contribution to system vulnerability and resilience.
This approach ensures that critical parameters are given higher weight in the analysis,
reflecting their importance in mitigating cyber and operational risks.

Typically, the safety function is realized with three elements, a sensor that detects the
hazard (opening the guard), a logic unit that processes the signals from the sensor, and
an actuator connected to the logic unit (e.g., a contactor that shuts down the drive under
consideration or a valve that shuts off the operating medium). These elements form an SCS
(safety-related control system) according to IEC 62061 [19] or SRP/CS (safety-related part
of a control system) according to ISO 13849-1. Due to the greater popularity of ISO 13849 in
the industry, we will focus on its requirements in the remainder of this article.

3.2.1. Determination of the Required Level of Safety Integrity

To determine the required performance level (PLr) of a given safety function imple-
mented in the control system, the graph in Figure 1 can be used based on Annex A of ISO
13849-1 [18].

Severity of | Frequency and/or || possibility of Required
injury exposure times | avoiding or PLr )
limiting harm Required PLr
S1 slight F1 seldom/short || P1 possible for low O
-reversible F: frequent/long || P2 impossible
Sz serious
. . P,
- irreversible F, [ P> a a
LP2 .
Si g
P, . b a
F» | =
START LP2 >
— N 1 ¢ 2 b
F 1 | =
| P2 >
S, F, P
P,

Figure 1. Graph for determining the PLr (own elaboration).

In the graph, path choices are made consisting of the following;:

e  The severity of the injury (S);
e  The frequency of exposure and/or its duration (F);
e  The possibility of avoiding or limiting harm (P).
The standard allows for a reduction in one level in the required PLr if the low proba-
bility of a hazardous occurrence (O) can be justified.

3.2.2. Achieved PLs and SILs

A given safety function is implemented from safety-related hardware and software
elements. The individual subsystems are characterized by the safety parameters required
by ISO 13849-1 and/or IEC 62061. On the basis of appropriate formulas or simplified
methods, the frequency of dangerous failure per hour PFHy of the entire safety chain must
be determined and on this basis, the achieved PL and/or SIL of the safety function under
consideration is obtained—see Table 1. It can be seen from this table that the higher the
SIL/PL, the lower the frequency of dangerous failure per hour of the system implementing
the safety function in question. In addition, the more elements there are in the safety chain,
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the greater the sum of their PFHy will be and therefore, the resulting SIL/PL will be lower,
which may result in failure to achieve the target integrity.

Table 1. Determination of SILs and PLs of the system based on PFHy.

PFHd SIL PL

>10-5 to <10—4
>3 x 10—6 to <105
>10—6to <3 x 10—6

>10—7 to <10—6

>10—8 to <10—7

W N~ =
o QN T o

In case the PL is not known for all subsystems, it is necessary to determine the
performance level of such subsystems by itself. The determination of the performance level,
PL, for the subsystem is determined based off the following;:

The architecture of the system (categories B, 1, 2, 3, 4);
The value of the mean time to dangerous failure (MTTF);

Diagnostic coverage (DC);
Common cause failure tolerance (CCF).

We will not discuss all the factors mentioned here, and we refer the interested reader
to the analysis of the standard [18] or the publication [20]. In the following, we will focus on
explaining the categories of systems related to system architecture, as they are an important
part in the subsequent analysis.

3.2.3. System Architecture—Categories

According to [16], there are five safety categories, which are B, 1, 2, 3, and 4. Single-
channel systems include categories B, 1, and 2. They differ from each other in that category 1
uses well-tried components (e.g., parts used in the past in similar applications with positive
results) and well-tried safety principles (e.g., oversized components), so the probability of
failure is lower than in the “weakest” category B. Category 2 additionally includes fault
detection in subsystems. Categories 3 and 4 apply to two-channel systems (Figures 2-5).
Table 2 compares the different categories.

Input device Output device
(sensor, e.g. Input signal _ 4 Logic [ Outputsignal __ % (€.g. contactor,
limit switch) valve)

Figure 2. Architecture of the single-channel systems for categories B and 1 (own elaboration).

Input device Output device
(sensor, e.g. [, Logic ouest N (e.g. contactor,
light curtain) valye)

i A 1y
11 Vog 1|
| S —— WEEE——— 1S S S— 1l
Lo Monitoring_ _ _ _ J g[ _____ Monitoring _ _ _ _ I
oL
o £
Test Output of test
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Figure 3. Architecture of systems with monitoring equipment for category 2 (own elaboration).
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Figure 4. Architecture of redundant systems for category 3 (own elaboration).
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Figure 5. Architecture of redundant systems with the highest diagnostic coverage for category 4 (own

elaboration).

Table 2. Comparison of safety categories based on ISO 13849-1.

Category Features
Use of elements that comply with standards and basic safety principles, withstand-
B ing expected exposures. Occurrence of failure may result in loss of safety function
(single-channel system)
As in B, well-tried components and well-tried safety principles are used. The oc- *
1 currence of a failure may cause a loss of safety function, but the probability of this %
is lower than in category B (single-channel system) g
As in B, well-tried safety principles are used. The safety function is checked by the 4. o
2 control system. The occurrence of a fault may cause the loss of the safety function %“ -%
between checks (single-channel system) s £
3 As in B, well-tried safety principles are applied. The two-channel structure is toler- E T .
ant to a single fault. Low-to-medium diagnostic coverage of 60 to 99% :‘T 95’ _§ ?
4 As in B, well-tried safety principles are applied. The two-channel structure is toler- 'q;) E g 5

ant of single failure or cumulative failures. High diagnostic coverage 299%

4. Relationship Between Safety Categories and PLs and Security Levels

As mentioned in the Introduction, one of the potential targets of cyber criminals
can become the machine’s safety systems. A real danger then arises for an operator and
maintenance service if they undertake work in machine zones that pose a risk, which
should be protected by the control system (e.g., ensuring low speeds to avoid danger;
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stopping when a light curtain zone is violated; controlling process parameters such as
temperature or liquid level). It is therefore important to link safety-related machine control
system requirements with cybersecurity requirements.

However, the stability and cybersecurity of the entire hierarchical infrastructure,
which includes interconnected hardware, software, and network components, also plays
a crucial role. This hierarchy often comprises multiple layers, from local control systems
to enterprise-level networks and cloud-based solutions. Each layer introduces specific
vulnerabilities and requires tailored security measures. For example, while the network
layer may be prone to denial-of-service attacks, the application layer could be susceptible
to data breaches. Analyzing the interdependencies and failure propagation within this
hierarchy is essential to ensure not only the safety of individual machines but also the
resilience of the entire infrastructure. Future studies should incorporate multi-layered
risk assessment frameworks, such as those outlined in IEC 62443 group of standards and
ISO/IEC 27001 [21], to address these challenges.

The technical specification IEC TS 62443-1-1 [22] Industrial communication networks—
Network and system security—Part 1-1: Terminology, concepts and models recommends at
least three SLs (Security Levels 1, 2, 3)—Table 3—while IEC 62443-4-2:2019 [23] Security for
industrial automation and control systems—Part 4-2: Technical security requirements for
IACS components (industrial automation and control system(s)) gives four SLs (Security
Levels 1,2, 3, 4).

Table 3. Security levels according to IEC TS 62433-1-1 [22].

SL Qualitative Description
1 Low
2 Medium
3 High

Informative Annex A of IEC 62443-3-2 [24] states that I[EC 62443-4-2 [23] defines SLs at
four different levels (1, 2, 3, and 4). The higher the SL, the greater the level of security. SL 0
indicates that there are no requirements in this area.

e SL 1—protection against casual or coincidental violation.

e  SL 2—protection against intentional violation using simple means with low resources,
generic skills, and low motivation.

e  SL 3—protection against intentional violation using sophisticated means with moder-
ate resources, IACS-specific skills, and moderate motivation.

e SL 4—protection against intentional violation using sophisticated means with ex-
tended resources, IACS-specific skills, and high motivation.

We are considering three levels of machine security because SL4 takes into account
sophisticated measures with expanded resources and high motivation, which can be under-
taken mainly by highly skilled and equipped special forces teams that are not considered
to be involved in attacking industrial machines. SL4 can be considered in the protection
of power plants, nuclear power plants, and chemical plants, which if attacked can cause
catastrophes.

Moreover, three types of SLs are specified as follows:

o  Target, SL-T (required);
e  Capeability, SL-C;
e Achieved, SL-A.

Type SL-T defines the required effectiveness of countermeasures, devices, and systems

that should be implemented to prevent cyber-attacks.
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Type SL-A is the actual SL achieved by the actual system. The achieved SL-A level
should be greater than or equal to the required SL-T level.

Type SL-C means that the device in question has the ability to provide a given SL
when properly configured and integrated.

There is a need to establish a direct relationship between the PL safety level according
to ISO 13849-1 and the SL according to IEC TS 62443-1-1 [22]. It can be deduced that
the higher the PL is, the higher the risk is reduced by the safety-related control system;
therefore, the higher the PL is, the higher the SL should be against cyber-attacks so that the
considered safety function is not lost.

The relationship between PL/category and SL can be determined from Figures 6 and 7.
Cybersecurity in a four-level system must encompass a wide range of tasks to ensure
comprehensive protection and operational efficiency. This includes the following:

- Developing a clear understanding of the system’s architecture, vulnerabilities, and
potential attack vectors across all levels, from local devices to cloud-based services.

- Implementing synchronized protocols for real-time threat detection and response.
This ensures that actions taken at one level (e.g., local control) align with strategies at
higher levels (e.g., enterprise management).

- Securing both the physical and virtual components of the system. This includes robust
firewalls, encryption methods, and redundancy measures to prevent unauthorized
access and ensure data integrity in the network of data exchange.

- Recognizing the human factor in system security, such as errors in judgement, fatigue,
or lack of training and mitigating these risks through regular training programmes,
ergonomic interfaces, and automated alerts to support decision-making processes.

A fully integrated approach, leveraging group of standards such as IEC 62443 and
ISO 27001 [21], is essential to address these diverse tasks. Additionally, advanced tools like
Al-driven anomaly detection can enhance the system’s ability to identify and counteract
threats dynamically.

It is important to note that the analysis presented in this article focuses on specific
aspects of cybersecurity, particularly on protection mechanisms at the lower levels of the
hierarchy, such as machine control systems and local networks. However, protection at
the bottom of the hierarchy does not ensure the cybersecurity of the entire system. A
comprehensive approach requires addressing vulnerabilities across all layers, from local
control systems to enterprise-level networks and cloud infrastructure. Future research
should expand on this work by analyzing the interdependencies and security strategies
necessary for ensuring system-wide resilience.

With the assumption that machine control systems are connected to the communi-
cations network and may be vulnerable to cyber-attacks, the following guidelines were
proposed for the PLr column with the parameter O = 100% (O—the probability of occur-
rence of a hazardous event):

Category B

Category B allows us to obtain safety levels PLa or PLb. An SF with PLa/b level
reduces the risk with a low level (S1, F1, P1/P2; S1, F2, P1).

Category B can be realized as a one-channel electromechanical or programmable
system, for example, based on a standard PLC.

In the case of a system built based on electromechanical parts, there is no possibility of
a cyber-attack, so SL-T 0 (no protection) is assumed.

In the case of a system built based on programmable components (e.g., a standard
PLC), there is a possibility of a cyber-attack, but the risk minimized by the function is low
(at the PLa/b level), so SL-T 1 (low level) is assumed.
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Figure 6. Auxiliary graph for determining the relationship between PL/Cat and SL—determination
of the achieved PL, among others, using categories (own elaboration).
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Figure 7. Auxiliary graph for determining the relationship between PL/Cat and SL—parameters S, F,
and P for determining the PLr (own elaboration).

Category 1

Category 1 achieves safety levels of PLb or PLc and is mainly applied at the PLc level.
An SF with PLc level reduces the risk with a medium level (51, F2, P2; S2, F1, P1).

Category 1 is implemented as a one-channel system based on well-tried components,
which according to ISO 13849-2 [25] includes electromechanical parts. Programmable
electronic circuits are not used, as they are not classified as well-tried ones.

In the case of a system built based on well-tried components (electromechanical
components), there is no possibility of a cyber-attack, so SL-T 0 (no protection) is assumed.

Category 2

Category 2 achieves safety levels from PLa to PLd, with the most common use for the
PLc level, and usage is less common for PLd level. An SF with a PLc level reduces risk
with a medium level (S1, F2, P2; S2, F1, P1), while one with a PLd level reduces risk with a
higher level (52, F1, P2; 52, F2, P1).

Category 2 is implemented as a one-channel electronic system with monitoring, so
there may be a loss of an SF between testing and the result of not detecting all faults.
Category 2 is typically used for safety systems containing a type 2 light curtain according
to IEC 61496-1 [26], which is tested by a programmable module.

In the case of a system built with programmable elements, there is the possibility of a
cyber-attack. When the minimized risk is low, which corresponds to PLa/b, then SL-T 1
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(low level) is assumed. When the minimized risk is medium (at PLc level) and high (at PLd
level), SL-T 2 (medium level) and SL-T 3 (high level) are used, respectively.

Category 3

Category 3 allows for safety levels from PLa to PLe, with the most common use for
the PLd level. An SF with a PLd level reduces risk with a high level (S2, F1, P2; S2, F2, P1).

Category 3 is implemented as a redundant two-channel system with low- or medium-
level diagnostics, so there may be a loss of SF as a result of not detecting all faults. Category
3 is often implemented from two different channels, namely programmable (stopping
machine actuators) and electromechanical (cutting off electrical /pneumatic/hydraulic
power). However, its typical application is also inverter drives with an STO (safe torque
off—see ISO 13850 [27]) stop function, characterized by PLd and category 3.

For systems realizing PLb/c levels and built on the basis of one programmable channel
and another electromechanical channel, SL-T 2 (medium level) is adopted. For high-risk
minimization (at PLd level), SL-T 3 (high level) is adopted.

Category 4

Category 4 allows for PLe levels of safety. An SF with a PLe level reduces the risk with
the highest level (S2, F2, P2).

Category 4 is implemented as a two-channel system with high-level fault detection
diagnostics. High diagnostics are provided by programmable electronic systems.

In the case of a system built with programmable components, there is the possibility
of a cyber-attack. In this case, the highest risk (at PLe level) is minimized, so SL-T 3 (high
level) is adopted.

In the case of using the PLr column with the parameter O << 100%, it is possible to
mitigate the security protection requirements with the reasoning outlined above.

5. Case Study—Examples of Determining SLs of Safety Functions
Implemented in Machine Safety Systems

In the next section of the paper, examples of machines equipped with safety-related
control systems performing specific safety categories according to ISO 13849 are presented.
This assumes that control systems containing programmable devices may be connected to
a communication network and therefore may be susceptible to cyber-attacks.

5.1. Example 1—Machine Control System: Category B, PLa; Cybersecurity SL-T 0

In many industrial sectors, tank or barrel mixers are used. Such a mixer performs
a slow rotary motion, which implies that the hazard can be avoided (parameter P1). No
crush and shear zone is created inside a tank of its size. Thus, the potential injury may be
light (parameter S1), for example, a bump, abrasion, or cut. The user on average opens
the machine several times a day (parameter F1). Taking into account the aforementioned
characteristics, the required level is PLr = a.

The safety system is realized with standard parts (not necessarily well tried and tested;
see the proximity sensor Bl performing the locking function—Figure 8). Programmable
devices and coupling to a communication network are not present.

For a circuit implementing the interlocking function shown in Figure 8, under the
assumptions described above, no protection against cyber-attack is required. Thus, SL-T 0
(no protection) is assumed.
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Figure 8. Example of a mixer control system to achieve Pla (own elaboration).

5.2. Example 2—Machine Control System: Category B, PLb; Cybersecurity SL-T 1

Let us consider a bakery machine for kneading dough. Such a machine performs slow
rotations (which implies that a hazard can be avoided (parameter P1)) inside a container
with smooth walls and dimensions that prevent the formation of crush and shear zones.
Thus, it is assumed that potential injuries may be light (parameter S1), such as abrasion.
The user has frequent contact with the machine (dough loading/unloading, cleaning) about
20% of the time during the shift (parameter F2). Taking into account the aforementioned
characteristics, PLr = b is required.

The safety system is implemented with standard components (not necessarily well
tried; see the NO limit switch acting as an interlock and the standard PLC—Figure 9). Basic
safety principles are met, i.e., the use of a suppressor on the contactor coil. The machine is
equipped with a programmable system that can be coupled to a communication network.

Interlocking switch

24V —o .

PLC

DIl

Ql

T
'
'
'
'
'
'
'
I

o .
i M
2 |

Figure 9. Example of a mixer control system to achieve PLb level (own elaboration).

For the circuit implementing the presented interlocking function in Figure 9 with the
assumptions described above, protection against cyber-attack is required. The required
protection level is assumed to be SL-T 1 (low level).

5.3. Example 3—Machine Control System: Category 1, PLc; Cybersecurity SL-T 0

Let us consider an SF implementing an emergency stop function, such as a turning
machine (conventional lathe). According to ISO 13850 [27], the emergency stop function
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(E-Stop) is required to meet at least PLc/Cat. 1. According to ISO 13849-1 [18], category 1
implies the use of well-tried components and well-tried safety principles. According to ISO
13849-2 [25], electromechanical components with a positive opening are considered as well-
tried components (see the E-Stop button in Figure 10—the arrow symbol in a circle indicates
positive opening). The standard in question also gives a list of well-tried safety principles,
including oversizing the contactor’s switching current, separating functional circuits from
safety circuits. Figure 10 shows separate circuits for the starting and operational stopping
of a machine and a separate circuit for the emergency stop. The drawing was simplified by
omitting basic safety principles (e.g., the use of surge suppressors on inductive components).
The circuit implementing the considered SF does not contain programmable circuits and
coupling to the communication network.

K2
—o\o—
o
A S ] STOP START
E-Stop with . | d
positive opening 23 =
K1 K2
GND} GND}
L o L
& . @ |-
@ ’ 3
o A ' A°
1 - : M
i o
I P o

Figure 10. Example of circuits implementing the process operations of the machine and the safety
system responsible for the emergency stop to ensure that the PLc level is achieved (own elaboration).

For the circuit implementing the emergency stop function shown in Figure 10, with
the assumptions described above, no protection against cyber-attack is required. Thus,
SL-T 0 (no protection) is assumed.

5.4. Example 4—Machine Control System: Category 2, PLc; Cybersecurity SL-T 2

Figure 11 shows a turntable protected by a type 2 light curtain according to IEC 61496-
1[26]. The machine makes slow rotary movements (which implies that the danger can be
avoided (parameter P1)). The rotary movements create shear points, with the implication
that potential injuries could be severe (parameter 52). The user enters the danger zone
several times per shift. This implies the F1 parameter is used. Taking into account the
aforementioned characteristics, PLr = c is required.

The light curtain is connected to a programmable safety unit (Figure 12) and is cycli-
cally tested by it. However, not all faults can be detected. Therefore, the highest diagnostic
DC cannot be achieved. The auxiliary contactor Q1 is included in the feedback loop. The
main and auxiliary contacts of the contactor are mechanically connected. When a fault
occurs and is detected, the programmable safety relay is able to indicate the fault with a
red lamp.
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Figure 11. Turntable danger zone protected by type 2 light curtain (own elaboration).
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Figure 12. Machine control system to achieve PLc level (own elaboration). OSSD—output signal
switching device.

For the circuit implementing the presented function of detecting the violation of the
danger zone from Figure 12 with the assumptions described above, protection against
cyber-attack is required. The required security level takes SL-T 2 (medium level).

5.5. Example 5—Machine Control System: Category 2, PLd; Cybersecurity SL-T 3

Figure 13 shows a packaging machine. The machine performs rapid rotational move-
ments (which implies that it is unlikely to avoid danger (parameter P2)). Dynamic move-
ments can cause severe impacts or entrapment (suffocation) of a person with the plastic
film. Thus, it is assumed that potential injuries may be severe (parameter S2). The user
opens the side interlocking guard infrequently, only once or twice per shift during jam
removal. This implies the F1 parameter is used. Given the aforementioned characteristics,
the required level is PLr = d.
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Figure 13. The danger zone of a machine (behind the door) protected by, among other things, an
interlocking guard (own elaboration).

The door interlocking sensor is connected to a programmable safety unit (Figure 14).
The NC contact of the interlocking sensor is tested, e.g., with test pulses from the program-
able unit, which makes it possible to detect short circuits to the ground and short circuits to
the positive pole of the supply. However, not all types of faults can be detected. Therefore,
the highest DC cannot be achieved. The auxiliary contactor contact Q1 is included in the
feedback loop. The main and auxiliary contacts of the contactor are mechanically linked. If

a fault occurs, the programmable safety unit is able to indicate the fault with a red lamp
and disconnect the master contactor Q2 in the master switchgear.

@
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Figure 14. Machine control system to achieve PLd level (own elaboration).

For a circuit implementing the depicted interlocking function of Figure 14 under the

assumptions described above, protection against cyber-attack is required. The required
security level adopts SL-T 3 (high level).
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5.6. Example 6—Machine Control System: Category 3, PLd; Cybersecurity SL-T 3

Figure 15 shows a robotic cell. The robot moves quickly along different trajectories
(which implies that the danger (parameter P2) cannot be avoided). Dynamic movements
can cause strong impacts to humans, such as to the head, which can lead to death. Thus, it
is assumed that potential injuries could be severe (parameter S2). The user enters the cell
by violating the protective zone monitored by the laser scanner to pick up the pallet (they
do not stay there long). This implies the F1 parameter is used. Based on the graph, the
required level is PLr = d. Robotic cells should be designed according to the requirements of
ISO 10218-2 [28], which requires the use of the PLr = d level and category 3.

Figure 15. Hazardous zone in a robotic cell protected by a laser scanner (own elaboration).

The laser scanner (typically rated at PLd/Kat.3 level) is connected to a robot controller
(typically rated at PLd/Kat.3) equipped with safety functions for stopping the robot drives
(Figure 16).

2x0SSD

Figure 16. Safety system consisting of laser scanner (PLd/Cat.3) and robot controller (PLd/Cat.3) to
achieve PLd/Cat.3 level (own elaboration).

For the circuit implementing the depicted function of detecting the violation of the
danger zone of Figure 16 with the assumptions described above, protection against cyber-
attack is required. The required protection level is assumed to be SL-T 3 (high level).

5.7. Example 7—Machine Control System: Category 4, PLe; Cybersecurity SL-T 3

Let us consider a hydraulic press. The movement of the press actuator is fast, which
implies that danger cannot be avoided (parameter P2). The sliding motion can crush a
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person or a body part. So, the potential injury is assumed to be severe (parameter S2). The
operator inserts and removes the workpiece from the press every few minutes, violating
the protective zone monitored by the light curtain type 4 according to IEC 61496-1. This
implies parameter F2 is used. Based on the graph, the level PLr = e is required. Hydraulic
presses should be designed in accordance with the requirements of ISO 16092-3 [29], which
requires a PLr = e level and category 4 for the SF under consideration.

The light curtain (Type 4, PLe/Kat.4) is connected to a programmable safety unit, the
outputs of which are connected to redundant electromechanical components with fault
monitoring (electrohydraulic valves or contactors) that stop the dangerous movement of
the actuator (Figure 17).

Emiter Receiver |

________ 0SSD1

| 1227 [ OS2

________ N

+
N
N
<
ol

AN
AN\

Reset I_ In11In2

"L \
EDM 0OV \
Q1 Q A
o
Q2 Q2 ]

Motor or valves

programable
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Figure 17. Control system to achieve PLe (own elaboration).

For the circuit implementing the depicted function of detecting the violation of the
danger zone from Figure 17 with the assumptions described above, protection against
cyber-attack is required. The required protection level is assumed to be SL-T 3 (high level).

6. Summary and Conclusions

This paper presents a proposal for linking PL safety levels of safety functions with
SLs. Seven representative examples of various machines and safety functions realized in
their control systems were provided. The analysis resulted in the required SL-T cyber-
security levels for each safety function. The next step should be the implementation of
appropriate hardware, software, and methods to achieve appropriate SL-A levels based on
the required SL-T.

On principle, the cybersecurity objectives should not conflict with safety-related
control systems and production efficiency.

Periodic audits related to the effectiveness of the security measures in place are recom-
mended. Countermeasures against cyber-attacks may be audited as needed, and if necessary,
controlled cyber-attacks may be conducted to detect existing security vulnerabilities.

Furthermore, the manufacturer should communicate in the form of instructions the
requirements for the necessary skills of maintenance services and the necessary training
and equipment for ensuring cybersecurity.

The authors suggest further research and recommend implementation of the IEC
62443 series of standards to enhance protection against cyber threats to machine control
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systems. Currently, the manufacturers provide some technical means, such as configurable
industrial security devices that allow for monitoring network traffic and setting certain
access rules (e.g., IP pool). These devices can be used to protect certain machines, e.g., robot
cells to prevent unauthorized access to the robot controller. Another interesting solution is
equipment with RFID keys and a reader that can be used against sabotage directly at the
machine. RFID keys give different permissions for different employees to access more or
less advanced functions of the machine control system and its ports e.g., USB ports. Thus,
collecting new experiences with the implementation of this kind of equipment will be the
next activity in cybersecurity research and development.
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