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Abstract:



Techniques for generating multichannel audio from stereo audio signals are supposed to enhance and extend the listening experience of the listener. To assess the quality of such upmix algorithms, subjective evaluations have been carried out. In this paper, we propose an objective evaluation test for stereo-to-multichannel upmix algorithms. Based on defined objective criteria and special test signals, an objective comparative evaluation is enabled in order to obtain a quantifiable measure for the quality of stereo-to-multichannel upmix algorithms. Therefore, the basic functional principle of the evaluation test is demonstrated, and it is illustrated how possible results can be visualized. In addition, the proposed issues are introduced for the optimization of upmix algorithms and also for the clarification and illustration of the impacts and influences of different modes and parameters.
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1. Introduction


While multichannel loudspeaker systems for home and car entertainment are becoming increasingly popular these days, the number of available multichannel audio recordings is still limited (note that multichannel audio recordings and mixed multichannel audio is meant subsequently). In contrast to movies on DVD or Blu-ray, the majority of audio recordings are only obtainable in the two-channel stereo format. In addition, the main content of digital radio and television and also the increasing significant streaming services for music and movies are only obtainable in the two-channel stereo format, too. So, it can be noted that there is a low availability of multichannel audio records. That is why a system is worthwhile, which extends an original stereo audio signal for playback over a multichannel loudspeaker system. As a result, the spatial quality and the listening experience can be enhanced compared with the pure stereo playback. For this reason, there is wide scholarly interest in novel stereo-to-multichannel upmix algorithms, e.g., [1,2,3,4,5] but there are many more recent publications on this topic. In order to determine the quality of such upmix algorithms, subjective listening tests were typically used [6,7,8]. Usher [6] presented specific design criteria for stereo-to-multichannel upmix algorithms to enhance spatial sound quality. He used formal listening tests for subjective evaluation of the design criteria according to [9], where three general sound quality issues for the evaluation of multichannel audio systems were defined. Choisel and Wickelmaier [7] used eight selected spatial attributes for sound quality evaluation in order to compare upmix algorithms. They derived a set of objectives measures from sound field analysis to predict auditory attributes. Barry and Kearney [8] used subjective listening tests for the assessment of source separation-based upmixing algorithms. In addition, they used objective testing to measure the errors which could theoretically occur in source separation algorithms.



Formal listening tests have been the only appreciable approach to assess the quality of stereo-to-multichannel upmix algorithms. More importantly, subjective quality assessments are always connected with expenditure and are both time-consuming and expensive. That is why an objective evaluation technique for stereo upmix algorithms for spatial audio is desirable.




2. Objective Evaluation Test


For the objective evaluation test, the following assumptions about stereo-to-multichannel upmix algorithms are made: stereo-to-multichannel upmix algorithms should enhance and extend the listening experience without adding artificial effects or contents and provide virtual sound sources true to original. The virtual sound sources in an original stereo configuration are placed between the two (front) loudspeakers. So, it is assumed that upmix algorithms are designed to have no virtual sound sources in the rear, only between the front loudspeakers. Therefore, the remaining amount of direct signal in the surround channels should be as low as possible. Furthermore, stereo-to-multichannel upmix algorithms should provide the listener with front channels that are louder than the surround channels under the condition that there is always an existing virtual sound source in the used stereo input signal. In addition, it is assumed that the effects of the correlation of the surround channels are perceived subjective, and that the surround channels should have a certain correlation to prevent uncomfortable perception. Finally, stereo-to-multichannel algorithms should create a high subjective perceived spatial quality with all loudspeakers in order to enhance the listening experience.



For the objective evaluation of stereo-to-multichannel upmix algorithms, the following tests were defined: 1. panning test, 2. direct signal test, 3. volume test, 4. phase test, 5. perception test. In every single test a special test signal is used as input signal for the tested upmix. The generated output signals are then analyzed and evaluated according to defined criteria (see Figure 1). Note that the evaluation test will measure how well the assumptions were met according to defined criteria.


Figure 1. Schematic procedure of the evaluation tests.
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The overall evaluation score [image: there is no content] of a tested upmix results from the weighted single-test evaluation scores [image: there is no content], and is given by


[image: there is no content]



(1)







The higher a score, the better the test result. Zero is the worst, one the best evaluation score. Appropriate results should be visualized here based on two upmix algorithms available on the market with two modes for music (a) and movies (b) in each case. Hereinafter, they are denoted as upmix 1(a), 1(b), 2(a) and 2(b).



2.1. Panning Test


Criterion: The direction of the virtual sound source in the stereo-to-multichannel upmix should correspond to the direction of the virtual sound source in the initial stereo configuration. This is accompanied with the result that the spatial representation of sound events is preserved true to original.



The panning test (see Figure 2) is conducted in two versions. The evaluation score [image: there is no content] results from the evaluation scores of the time- and frequency-independent panning test [image: there is no content] and the time- and frequency-dependent panning test [image: there is no content], weighted with [image: there is no content] and [image: there is no content], given by


[image: there is no content]



(2)






Figure 2. Block diagram: Time- and frequency-independent panning test.
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Initially, at an interval of 1° virtual test sound sources [image: there is no content] are defined with angles from −30° to 30° according to the reference loudspeaker arrangement [10]. With the tangent law as the modified stereophonic law of sines, the two panning coefficients [image: there is no content] and [image: there is no content] can be calculated from [image: there is no content] [11]. A signal, weighted with the left panning coefficient [image: there is no content], represents the left part of a stereo signal [image: there is no content]. A signal, weighted with the right panning coefficient [image: there is no content], represents the right part of a stereo signal [image: there is no content]. For every angle [image: there is no content] a stereo test signal is generated as input signal for the tested upmix. This is done by multiplying the resulting panning coefficients [image: there is no content] and [image: there is no content] with white Gaussian noise [image: there is no content] according to


xL,i(n)=aL,i·xwgn(n)xR,i(n)=aR,i·xwgn(n)



(3)







With the output signals of the upmix algorithm for the three front channels [image: there is no content] (front left), [image: there is no content] (center) and [image: there is no content] (front right), two panning coefficients [image: there is no content] and [image: there is no content] are determined, and from these panning coefficients the direction of the virtual sound source [image: there is no content] is calculated. Note that two-to-five upmix algorithms are tested, but only the three front channels are used for the panning test. The difference [image: there is no content], which is the deviation of the angle of the virtual sound source of the upmix from the defined test signal, serves as the basis for evaluation. The score of the time- and frequency-independent panning test [image: there is no content] is calculated from the mean of the normalized absolute deviation of all test cases with [image: there is no content] and [image: there is no content] given by


[image: there is no content]



(4)







The division by [image: there is no content] is needed to normalize the mean of the deviations so that the evaluation score assumes values ranging from 0 to 1.



In the case of the time- and frequency-dependent panning test, the angle of the virtual test sound source is randomly generated in the range of −30° to 30°. This is done at any time [image: there is no content] and frequency [image: there is no content] in a time–frequency representation with the help of a short-time Fourier transform (STFT). So, the ability of the upmix to respond to fast changes of the virtual sound source should be tested. The score is calculated from the mean of the normalized absolute deviation across all [image: there is no content] times and [image: there is no content] frequencies with [image: there is no content] as the maximum absolute value of all angles given by


[image: there is no content]



(5)







The evaluation allows the comparison of the angle of the virtual sound source of the stereo input signal with the angle of the virtual sound source of the multichannel output signal (see Figure 3).


Figure 3. Panning test—angle of the virtual test sound sources compared with the determined virtual sound sources of the upmix algorithms: (a) algorithms upmix 1(a) and 1(b); (b) algorithms upmix 2(a) and 2(b).
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Upmix 1: The more the angle of the virtual sound source in the stereo configuration diverges from [image: there is no content] in mode (a), the larger are the discrepancies in the multichannel configuration. As a consequence, the spatial extent of the initial stereo configuration is partly reduced significantly. At the same time, the majority of sound events is perceived from a small spot around the center. In mode (b) the direction of the virtual sound source in the multichannel configuration does not even tendentially comply with the direction of the virtual sound source in the stereo configuration. That is because of the aim of mode (b) to enhance speech intelligibility. So, only a small range around the center speaker ([image: there is no content]) is emphasized and parts straight beyond this area are already located considerably further away.



Upmix 2: In mode (a) the angle of the virtual sound source in the multichannel configuration complies tendentially with the angle of the virtual sound source in the stereo configuration. The more [image: there is no content] diverges from [image: there is no content], the larger are the discrepancies in the multichannel configuration until the angle [image: there is no content] converges fast towards the angle [image: there is no content]. The spatial extent admittedly nearly remains, but the majority of the virtual sound sources is located closer to the center speaker. In mode (b) the spatial extent admittedly nearly remains, but within a certain area beyond the center ([image: there is no content]) all sound events are solely located in one direction. To enhance speech intelligibility, sound events in the center are emphasized because parts straight beyond this area are located considerably further away.




2.2. Direct Signal Test


Criterion: The remaining amount of direct signal in the surround channels of the stereo-to-multichannel upmix could result in undesired virtual sound sources, which could interfere with the spatial representation of sound events true to original. Although it could lead to a higher subjective perceived spatial quality, the remaining amount of direct signal in the surround channels would be against the assumptions made for upmix algorithms, and should therefore be as low as possible.



Again, a special test signal is defined and used as input signal for the tested upmix algorithm. Different direct signals were taken from the database MedleyDB [12]. These audio recordings were then convolved with room impulse responses and mixed to a test signal (see Appendix A). The procedure of the direct signal test is shown in Figure 4.


Figure 4. Block diagram: Direct signal test. Note that this is a simplified illustration of room impulse responses as a summary. See Appendix A for details of used room impulse responses and the calculation of [image: there is no content] and [image: there is no content]. STFT: short-time Fourier transform.
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The generated surround channels [image: there is no content] (surround left) and [image: there is no content] (surround right) of the upmix are analyzed by determining their remaining amount of direct signal [image: there is no content]. This is compared with the known test signal [image: there is no content] and serves as the basis for evaluation. The score of the direct signal test


[image: there is no content]



(6)




is calculated from the mean of the quotient of the spectral envelopes [13] [image: there is no content] and [image: there is no content] of the amounts of direct signals, across all [image: there is no content] times and [image: there is no content] frequencies, representing their relative deviation. To ensure a comparative evaluation, the summed power of the extracted surround channels must be equivalent to the summed power of the input signals. That is because signals before and after the upmixing process are considered. Only through using normalized surround signals is a comparative evaluation possible. This ensures, among others, that surround signals are considered correctly, which are identically equal to the input signals but reduced in power. That is because they would have the same relative amount of direct signal. The evaluation allows the comparison of the remaining surround channel direct signal with the known direct signal of the used test signal (see Figure 5).


Figure 5. Direct signal test—remaining surround channel direct signal: (a) Algorithms upmix 1(a) and 1(b); (b) algorithms upmix 2(a) and 2(b). Note that the index [image: there is no content] in the plots represents discrete values of time. [image: there is no content] represents the magnitude of the respective complex direct signal averaged over all frequencies.
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Upmix 1: Mode (a) contains a reduced remaining direct signal in the surround channels. Mode (b) contains a remaining direct signal which is slightly lower or greater.



Upmix 2: The remaining direct signals are almost identical in modes (a) and (b), but slightly increased relative to the direct signal of the test signal. These proportionally increased remaining surround channel direct signals can occur because of input signal level adjustment or positive feedback of the upmix output signals. It should be noted that other upmix algorithms could also exhibit obviously reduced remaining surround channel direct signals.




2.3. Volume Test


Criterion: Power and loudness of the surround channels of the stereo-to-multichannel upmix should not be greater than the ones of the front channels. No unnatural or unexpected spatial sound should occur because the volume of the surround sound lateral or behind the listener is perceived louder than the volume of the sound events in front of the listener.



The volume test is therefore subdivided into the power test and the loudness test. The evaluation score of the volume test [image: there is no content] results from the evaluation scores of the power test [image: there is no content] and the loudness test [image: there is no content], weighted with [image: there is no content] and [image: there is no content], and leads to


[image: there is no content]



(7)







In each case, five-second-long extracts were taken from twelve popular pieces of music from various genres to create a sixty-second-long test signal (see Appendix B, Table A3).



Table A3. Used pieces of music.







	
Genre

	
Interpreter

	
Title

	
Time of Title

	
Time of Test Signal






	
pop

	
The Human League

	
Don‘t you want me

	
1:18–1:23

	
0:00–0:05




	
pop

	
Michael Jackson

	
Thriller

	
1:27–1:32

	
0:05–0:10




	
pop

	
Little Talks

	
Of Monsters and Men

	
0:04–0:09

	
0:10–0:15




	
rock

	
Metallica

	
Enter Sandmann

	
0:57–1:02

	
0:15–0:20




	
rock

	
Motörhead

	
Ace of Spades

	
0:13–0:18

	
0:20–0:25




	
rock

	
Black Sabbath

	
Paranoid

	
0:12–0:17

	
0:25–0:30




	
dance

	
The Prodigy

	
Omen

	
0:09–0:14

	
0:30–0:35




	
dance

	
The Chainsmokers

	
Selfie

	
0:38–0:43

	
0:35–0:40




	
classic

	
Antonio Vivaldi

	
The Four Seasons

	
1:10–1:15

	
0:40–0:45




	
classic

	
Carl Orff

	
O Fortuna

	
0:08–0:13

	
0:45–0:50




	
jazz

	
Louis Armstrong

	
What a wonderful world

	
1:29–1:34

	
0:50–0:55




	
jazz

	
Quincy Jones

	
Pink Panther Theme

	
1:48–1:53

	
0:55–1:00










2.3.1. Power Test


The procedure of the power test is shown in Figure 6.


Figure 6. Block diagram: Power test.
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The defined stereo test signal is used as input signal for the tested upmix. The power [image: there is no content], [image: there is no content], [image: there is no content], [image: there is no content] and [image: there is no content] of the generated upmix output signals [image: there is no content], [image: there is no content], [image: there is no content], [image: there is no content] and [image: there is no content] are considered. The maximum power of the three front signals [image: there is no content] is compared with the power of both surround signals [image: there is no content] and [image: there is no content] each. The ratios [image: there is no content] and [image: there is no content] serve as the basis for evaluation. The evaluation scores of the left and right surround signal, [image: there is no content] and [image: there is no content], are calculated from the means of the quotients across all [image: there is no content] and [image: there is no content] times in which the power of the particular surround signals is greater than the power of the front channels, with [image: there is no content]:


scoreLT1,L=1−1NL∑n=1NLPL(n) ∀ PSL(n)≥Pmax(n)scoreLT1,R=1−1NR∑n=1NRPR(n) ∀ PSR(n)≥Pmax(n)



(8)







The evaluation scores [image: there is no content] and [image: there is no content] represent the relative deviations of the considered power [image: there is no content] respectively [image: there is no content] from the maximum power of the three front signals [image: there is no content]. The evaluation score of the power test [image: there is no content] results from the evaluation scores of the power test for the left and right surround signal, [image: there is no content] and [image: there is no content], weighted with [image: there is no content] and [image: there is no content], and is given by


[image: there is no content]



(9)







The evaluation allows the comparison of front with surround channel power (see Figure 7). For reasons of clarity only the left surround channel power is used in the following figures.


Figure 7. Power test: (a) Upmix 1(a); (b) upmix 1(b); (c) upmix 2(a); (d) upmix 2(b).
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Upmix 1: In mode (a), the power of the left surround channel is basically lower and in some areas partly as high as the power of the front channel with the greatest power. In mode (b), the power of the left surround channel is mostly lower and in some areas partly higher than the power of the front channel with the greatest power. While in mode (a), the power of each front channel is more or less relatively similar, they are mostly considerably different in mode (b). The strong emphasis on the center channel can especially be recognized.



Upmix 2: In mode (a), the power of the left surround channel is basically lower and in some areas partly as high as the power of the front channel with the greatest power. In mode (b), the power of the left surround channel is lower and in some areas partly as high as or slightly higher than the power of the front channel with the greatest power. While in mode (a), the power of each front channel is more or less relatively similar, they are mostly considerably different in mode (b). The strong emphasis on the center channel can especially be recognized.




2.3.2. Loudness Test


The procedure of the loudness test is shown in Figure 8.


Figure 8. Block diagram: Loudness test.
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The defined stereo test signal is used as input signal for the tested upmix. The generated upmix output signals [image: there is no content], [image: there is no content], [image: there is no content], [image: there is no content] and [image: there is no content] are considered. The loudness [image: there is no content] of the three front channels [image: there is no content], [image: there is no content] and [image: there is no content] is compared with the loudness [image: there is no content] of both surround channels [image: there is no content] and [image: there is no content]. This serves as the basis for the evaluation score of the loudness test [image: there is no content]. The determination of the loudness is done blockwise according to [14], but separately for the loudness of the front channels [image: there is no content] and the loudness of the surround channels [image: there is no content]. The evaluation score is calculated from the mean of the absolute deviations [image: there is no content] across all [image: there is no content] blocks in which the loudness of the surround channels is greater than the loudness of the front channels, and is given by


[image: there is no content]



(10)







The evaluation allows the comparison of the loudness of the front channels with the loudness of the surround channels (see Figure 9).


Figure 9. Loudness test: (a) Upmix 1(a); (b) upmix 1(b); (c) upmix 2(a); (d) upmix 2(b).



[image: Applsci 07 00374 g009]






Upmix 1: In mode (a), the loudness of the surround channels is basically lower and in some areas partly similar or slightly greater than the loudness of the front channels. In mode (b), the loudness of the surround channels is basically lower and in some areas partly higher than the loudness of the front channels.



Upmix 2: In mode (a) as well as in mode (b), the loudness of the surround channels is basically lower and in some areas partly similar or slightly greater than the loudness of the front channels.





2.4. Phase Test


Criterion: The surround channels of the stereo-to-multichannel upmix should have a certain correlation to prevent uncomfortable perception. If the surround channels would be completely correlated, a mono sound source would be created, which could be perceived as uncomfortable. If the surround channels would be completely decorrelated, two independent sound sources would be created, which could be perceived as uncomfortable, too [15,16,17,18].



The procedure of the phase test is shown in Figure 10. The test signal is identically equal to the test signal of the volume test and is used as input signal for the tested upmix.


Figure 10. Block diagram: Phase test. Correlation degree is calculated in the block “KOR”.



[image: Applsci 07 00374 g010]






The correlation degree [image: there is no content] results from the normalized cross-correlation of the generated upmix output signals [image: there is no content] and [image: there is no content] for [image: there is no content], and leads with


[image: there is no content]



(11)




to the evaluation score of the phase test [image: there is no content] according to


[image: there is no content]



(12)







With the requirement that the surround channels [image: there is no content] and [image: there is no content] should not be either completely correlated or completely decorrelated, two evaluation limits, [image: there is no content] and [image: there is no content], were defined within which a certain correlation is supposed to be optimal. The tendency for complete correlation and thus the creation of a mono sound source is higher weighted in the evaluation score than the tendency for complete decorrelation. The evaluation allows the comparison of the correlation degrees of the surround channels (see Figure 11).


Figure 11. Correlation degree of surround channels: (a) Upmix 1(a) and 1(b); (b) upmix 2(a) and 2(b).
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Upmix 1: In mode (a), the correlation degree of the surround channels is basically negative, in mode (b), basically positive. It is notable that the surround signals of the one mode are a phase-inverted version of the surround signals of the other mode.



Upmix 2: In both modes, the correlation degree of the surround channels is basically approximately one. So, there is the danger that the correlated surround signals are decomposed into a mono signal.




2.5. Perception Test


Criterion: The stereo-to-multichannel upmix should generate a high subjectively perceived spatial quality. This is accompanied with the result that the listening experience is improved compared to the initial stereo configuration, and that the listener feels projected in the middle of the sound events.



The procedure of the perception test is shown in Figure 12. The test signal is identically equal to the test signal of the volume and phase test and is used as input signal for the tested upmix.


Figure 12. Block diagram: Perception test. IACC: interaural cross-correlation coefficient; LF; lateral energy fraction; LP: low-pass.
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The interaural cross-correlation coefficient (IACC) describes the subjectively perceived spatial quality of sound events, and is a measure for apparent source width (ASW). The lateral energy fraction (LF) describes the impression of spatial quality, and is also a measure for listener envelopment (LEV) [7,19,20]. For the determination of IACC, the generated upmix output signals [image: there is no content], [image: there is no content], [image: there is no content], [image: there is no content] and [image: there is no content] are used to create a simulated sound field on the basis of head-related impulse responses (HRIR). The binaural signals:


pL(n)=∑ixi(n)∗hi,L(n)pR(n)=∑ixi(n)∗hi,R(n)



(13)




result from the summed generated upmix output signals [image: there is no content] across all channels [image: there is no content] of the multichannel configuration convolved with the particular head-related impulse responses [image: there is no content] and [image: there is no content] for the left and right ear (with [image: there is no content] and [image: there is no content]).



IACC results from the normalized cross-correlation of the half-wave rectified and with a third-order Butterworth filter ([image: there is no content]) low-pass filtered binaural signals [image: there is no content] and [image: there is no content]. The prefiltering ensures that the results correspond better to the subjectively perceived spatial quality [21,22,23].



For the determination of LF, the generated upmix output signals [image: there is no content], [image: there is no content], [image: there is no content], [image: there is no content] and [image: there is no content] are used to create another simulated sound field. The signal [image: there is no content], which is recorded from a virtual omnidirectional microphone, results from the summed generated upmix output signals [image: there is no content] across all channels [image: there is no content] of the multichannel configuration, and is given by


[image: there is no content]



(14)







The signal [image: there is no content], which is recorded by a virtual bidirectional microphone, results from the summed generated upmix output signals [image: there is no content] across all channels [image: there is no content] of the multichannel configuration weighted with the respective loudspeaker directions [image: there is no content], and can be written as


[image: there is no content]



(15)







LF results, with the signals [image: there is no content] and [image: there is no content], from the ratio of acoustic waves, which are arriving at the listening position laterally and from all directions [7,23], given by


[image: there is no content]



(16)







Due to using a simulated sound field, the differentiation between early-and late-arriving signal components is omitted [7].



The evaluation score of the perception test based on IACC results in


[image: there is no content]



(17)




and is a direct measure for ASW. The subjectively perceived spatial quality is the higher, the lower IACC is. The evaluation score [image: there is no content] of the perception test based on LF results in


[image: there is no content]



(18)




and is a direct measure for LEV. The impression of spatial quality is the higher, the higher LF is. The evaluation score of the perception test [image: there is no content] results from the evaluation scores of the perception test based on IACC and LF, [image: there is no content] and [image: there is no content], weighted with [image: there is no content] and [image: there is no content], given by


[image: there is no content]



(19)







Use of simulated sound fields within the scope of the perception test ensures simplicity because of independence from the properties of room, speakers, microphones, etc., which had to be considered for the determination of IACC and LF based on costly recordings. The evaluation allows the comparison of IACC and LF (see Figure 13).


Figure 13. Perception test: (a) IACC for upmix 1(a) and 1(b); (b) IACC for upmix 2(a) and 2(b); (c) LF for upmix 1(a) and 1(b) IACC; (d) LF for upmix 2(a) and 2(b).



[image: Applsci 07 00374 g013]






Upmix 1: In mode (a), IACC assumes middle to high values, LF assumes high values (see Figure 13). According to that, middle to low subjectively perceived spatial quality and a high impression of spatial quality occurs. In mode (b), IACC and LF assume middle to high values. According to that, middle to low subjectively perceived spatial quality and middle to high impression of spatial quality occurs.



Upmix 2: In both modes, IACC assumes high and LF middle to high values (see Figure 14). According to that, low subjectively perceived spatial quality and middle to high impression of spatial quality occurs.


Figure 14. Evaluation scores of the upmix algorithms—graphical overview.



[image: Applsci 07 00374 g014]








3. Results


Table A4 (Appendix C) summarizes the single scores of all evaluation tests for the exemplarily tested stereo-to-multichannel upmix algorithms, the used weighting factors and the resulting overall evaluation score. The higher a score, the better the test result of the tested stereo-to-multichannel upmix according to the defined criteria. Zero is the worst, one the best evaluation score. With the help of weighting factors, significance of single tests can be adjusted (see Appendix D). Figure 14 illustrates the evaluation scores according to Table A4. All in all, upmix 1(a) has the best overall evaluation score by far, upmix 1(b) the second best. Upmix 2(b) has the worst overall evaluation score, upmix 2(a) the second worst. Note that two commercial upmix algorithms in two different modes were used to demonstrate the functional principle of the proposed evaluation test and to illustrate how possible results can be visualized. The aim of this paper was not to compare existing upmix algorithms but to introduce an objective evaluation test to gain the possibility of objective comparison. So, an overall evaluation of an upmix algorithm with the proposed evaluation test is appropriate in comparison with other upmix algorithms as references. Therefore, Figure 14 provides an appropriate graphical overview for the comparative evaluation of different upmix algorithms. Note that corresponding results of the single evaluation tests were presented in the end of each section.



Table A4. Evaluation scores of the upmix algorithms—tabular overview.







	
Test Score

	
Upmix 1(a)

	
Upmix 1(b)

	
Upmix 2(a)

	
Upmix (2b)

	
Weighting






	
[image: there is no content]

	
0.7876

	
0.8165

	
0.8045

	
0.8155

	
[image: there is no content]




	
[image: there is no content]

	
0.6393

	
0.6296

	
0.6373

	
0.6510

	
[image: there is no content]




	
[image: there is no content]

	
0.7382

	
0.7542

	
0.7488

	
0.7607

	
[image: there is no content]




	
[image: there is no content]

	
0.2727

	
0
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For the proposed evaluation test several assumptions about stereo-to-multichannel upmix algorithms were made. Since upmix algorithms are also based on assumptions, the evaluation test will measure how well the assumptions made here were met. Furthermore, a self-contained evaluation of a single upmix algorithm should focus on panning test, direct signal test and volume test. That is because the effects of the correlation of the surround channels (phase test) are perceived subjective. In addition, the impacts of lateral energy fraction and interaural cross-correlation (perception test) on perceived spatiality are subjective, too.




4. Conclusions


In this paper, we proposed an objective evaluation for stereo-to-multichannel upmix algorithms based on defined objective criteria, special test signals and several single evaluation tests. Two upmix algorithms available on the market were used to demonstrate the single tests exemplarily. The panning test checks whether the direction of the virtual sound source in the stereo-to-multichannel upmix corresponds to the direction of the virtual sound source in the initial stereo configuration. The direct signal test checks whether the remaining direct signal in the surround channels is as low as possible. The volume test checks whether the power and the loudness of the surround channels is not greater than these of the front channels. The phase test checks whether the surround channels of the stereo-to-multichannel upmix are not either completely correlated or completely decorrelated, but have a certain correlation. And the perception test checks whether the stereo-to-multichannel upmix generates a high subjectively perceived spatial quality.



The introduced objective evaluation test enables an objective comparative evaluation, which can now provide a measurable quantity for the quality of stereo-to-multichannel upmix algorithms. In addition, the objective evaluation test could be used for the optimization of upmix algorithms and also for the clarification and illustration of the impacts and influences of different modes and parameters. The proposed objective evaluation test is assumed as an appropriate alternative or supplement for time-consuming and expensive subjective listening tests.



Nevertheless, a comparison of the proposed objective evaluation test with subjective test results will be a focus of future work as part of appropriate validation.
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Appendix A


The direct signal used for the direct signal test results (according to Table A1) in


[image: there is no content]



(A1)




with [image: there is no content] and [image: there is no content]. The two-channel test signal results in


xL(n)=∑msm(n)∗hm,LxR(n)=∑msm(n)∗hm,R



(A2)







Table A1. Used direct signals from MedleyDB.







	
Sound Event

	
File from Database

	
Variable






	
vocals

	
AClassicEducation_NightOwl_RAW_08_01.wav

	
[image: there is no content]




	
bass

	
AClassicEducation_NightOwl_RAW_01_02.wav

	
[image: there is no content]




	
drums

	
AClassicEducation_NightOwl_RAW_02_01.wav

	
[image: there is no content]




	
rattle

	
AClassicEducation_NightOwl_RAW_11_01.wav

	
[image: there is no content]




	
guitar

	
AClassicEducation_NightOwl_RAW_05_01.wav

	
[image: there is no content]










The room impulse responses [image: there is no content] und [image: there is no content] were taken from the Aachen Impulse Response (AIR) Database [24] with the following parameters:

	
type of room impulse response: Binaural; recorded with a dummy head.



	
type of room: Stairway.



	
distance of sound event to listening position: 3 m.



	
angle of sound events: see Table A2.



Table A2. Angle of sound events.







	
Sound Event

	
Angle of Sound Events 1






	
vocals

	
90°




	
bass

	
0°




	
drums

	
135°




	
rattle

	
45°




	
guitar

	
180°








1 Different directions were provided for the single sound events. Here, it is: 0° left, 90° front, 180° right.


















Appendix B





Appendix C





Appendix D


The proposed objective evaluation test uses weighting factors to determine an overall evaluation score from the weighted single-test evaluation scores. With the help of these weighting factors, significance of single tests can be adjusted.



The panning test is conducted in two versions. The aim of the time- and frequency-independent panning test is to test the ability of an upmix algorithm to reproduce the virtual sound sources true to original. Therefore, time- and frequency-independent virtual test sound sources are defined. The aim of the time- and frequency-dependent panning test is to test the ability of the upmix algorithm to respond to fast changes of the virtual sound source. Therefore, time- and frequency-dependent virtual test sound sources are generated independently. Since the focus of the panning test is whether the direction of the virtual sound source in the stereo-to-multichannel upmix corresponds to the direction of the virtual sound source in the initial stereo configuration, the time- and frequency-independent panning test is higher weighted than the time- and frequency-dependent panning test (the time- and frequency-independent panning test counts twice). The evaluation score of the panning test results from the double-weighted time- and frequency-independent panning test ([image: there is no content]) and the single-weighted time- and frequency-dependent panning test ([image: there is no content]). Due to the assumed high overall importance of the panning test in comparison with the other single tests, the panning test is triple-weighted ([image: there is no content]). That is because a stereo-to-multichannel upmix should enhance and extend the listening experience without adding artificial effects or contents, and provide virtual sound sources true to original.



The phase test and the perception test are single-weighted ([image: there is no content]; [image: there is no content]) because of the assumed low overall importance in comparison to the other single evaluation tests. That is because the effects of the correlation of the surround channels are perceived subjective. In addition, the impacts of lateral energy fraction and interaural cross-correlation on perceived spatiality are subjective, too. The direct test and the volume test are double-weighted ([image: there is no content]; [image: there is no content]) because of the assumed middle overall importance in comparison to the other single evaluation tests. Thus, they are higher weighted than the phase test and the perception test, but lower weighted than the panning test.



Note that the weighting factors used are not obligatory. They can be used in order to adjust the significance of the single evaluation tests as described above. In addition, they can be used to compare several upmix algorithms with a focus on a special issue.
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