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Abstract

:

As a foundation and typical task in natural language processing, text classification has been widely applied in many fields. However, as the basis of text classification, most existing corpus are imbalanced and often result in the classifier tending its performance to those categories with more texts. In this paper, we propose a background knowledge based multi-stream neural network to make up for the imbalance or insufficient information caused by the limitations of training corpus. The multi-stream network mainly consists of the basal stream, which retained original sequence information, and background knowledge based streams. Background knowledge is composed of keywords and co-occurred words which are extracted from external corpus. Background knowledge based streams are devoted to realizing supplemental information and reinforce basal stream. To better fuse the features extracted from different streams, early-fusion and two after-fusion strategies are employed. According to the results obtained from both Chinese corpus and English corpus, it is demonstrated that the proposed background knowledge based multi-stream neural network performs well in classification tasks.
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1. Introduction


In contemporary society, textual data are continuously increasing and have become one of the most commonly used information carriers [1]. As a kind of efficient information retrieval and data mining technology, text classification aims to get an association between the given document and one or more categories according to the features extracted. It has been widely used in many fields, such as sentiment analysis [2,3], stock analysis [4], news automatic grouping and so on.



Training corpus with enough data and accurate category labels always contribute to classification tasks. However, most of the existing corpus are imbalanced [5], and the imbalance mainly has two aspects. The first is the amount of imbalance between categories, which means that the amount of data in different categories is considerably different [6]. In classification tasks, data distribution usually will not be taken into consideration and traditional algorithms always tend their performance to the categories with more data and, at worst, the categories with less data could be ignored as outliers [7,8]. The second is the feature of imbalance within the category: for a certain category, it is difficult for the training data to include all sub-categories, especially for those categories with less data. As a result, it is easily to happen that for a certain category, the testing data and training data come from different sub-categories, and there is a huge difference of the feature words distribution between them, such as the sub-categories ‘Telecommunication and networking’ and ‘Programming languages’ of category ‘Computer science’. Therefore, the incorrect judgements are easily given by classifiers.



In this information age, there is a great deal of textual data that existed in Internet while abundant information carried. Although most of them are unstructured data without category labels, this part of information can indirectly increase the amount of training data and expand the field of data coverage. Motivated by this cognition, a background knowledge based multi-stream neural network is proposed to solve the problems caused by imbalance data distribution in training corpus. The background knowledge is extracted from external corpus, which covers the data from almost all fields, and serves as priori knowledge for machine to complement the deficiency of the training data. Background knowledge mainly consist of two parts: keywords, which acquired from different categories and contain abundant category information; and co-occurred words, which co-occurred with keywords with high frequency. To better incorporate background knowledge into feature selection and extraction, we proposed a multi-stream neural network with different fusion strategies, which mainly composed by basal stream and background knowledge based streams. The basal stream takes the original word sequence as input, and retains the original sequence and semantic information. The background knowledge based streams take keywords and co-occurred words as inputs and do information supplement and reinforce for basal stream. Each stream is trained by RNN (Recurrent Neural Network) with GRU (Gated recurrent units) cell. Different fusion strategies are proposed to integrate the features extracted from different streams. Compared with basal model, the proposed method performs well in both Chinese and English corpus. The macro F1 score of Reuters 21578-R8 is up to 95.02%, which obtained 10.16% improvement, and the macro F1 score of Fudan University corpus is up to 85.03%, which obtained 8.75% improvement.



Our work makes the following contributions:




	
Background knowledge, which extracted from external unlabeled corpus, is incorporated into the classification network to indirectly enlarge the training corpus and make up for the imbalance data distribution of existing training corpus.



	
The background knowledge based streams mainly extract information according to the distribution of keywords and co-occurred words which acquired from extensive corpus, to avoid feature imbalance within a certain category.



	
A multi-stream neural network with different fusion strategies are proposed to fusion features extracted from background knowledge based streams into basal word-stream, and to realize the information supplement and information reinforce for classification task.








The remainder of this paper is organized as follows. Section 2 briefly reviews the background and summarizes the previous, related work of text classification. Section 3 introduces the proposed multi-stream neural network in which background knowledge is incorporated. Section 4 includes the experiments and discussion on both Chinese and English corpus. Finally, Section 5 concludes our work and outlines the direction of future work.




2. Related Works


In natural language processing, text classification is one of the most fundamental and important tasks with widely application. The commonly used machine learning methods, such as K-Nearest Neighbor [9], Naive Bayes [10], Decision Tree [11] and SVM [12], have achieved some achievements. However, the semantic and word order are often not taken into consideration in the referred representation, and the quality of feature selection and feature extraction directly effects the classification results.



As a branch of machine learning, deep learning has been widely researched and applied in NLP (Natural Language Processing) [13,14] after the presentation of word2vec model [15,16]. In deep learning neural networks (DNN), distributed representation is employed, and it is able to extract in-depth semantic features automatically with an efficient algorithm [17,18,19]. CNN and RNN, which are adept in extracting position invariant features and modeling units in sequence, respectively, are the two basal architectures widely used. In recent years, many variant architectures have been proposed, such as TextCNN [20], TextRNN [21], and the hybrid model RCNN (Recurrent Convolutional Neural Networks) [22]. The Dynamic Memory Network [23] which proposed by Ankit Kumar, casted most NLP tasks into question answering problems over language input. The Transformation Networks [24] for target-oriented sentiment classification is proposed by Li, X., in which target information is integrated into word representation. The addition of attention mechanism can visually present the contribution of each word or sentence to the classification results [25,26], such as the hierarchical attention network proposed by Yang, Z. [27], in which the structure mirrored the hierarchical structure of documents.



The quality of training data plays a decisive role in the final classification results whether it is based on traditional machine learning methods or deep neural networks. In the task of text classification, to solve the problems caused by the incomplete coverage or imbalance of training data, there are mainly two ways. The first is processing the data self, such as data re-sampling [28]. Another is the incorporation of background knowledge as the expansion to make up for the insufficient of training data. The definition of background knowledge is different in various methods [29,30], and in most cases, it refers to the information that is essential to understand a situation or problem. In the classification task based on machine learning, background knowledge is often used as the bridge, and the classification algorithm is generally that if training data and testing data are similar to the background knowledge, then both belong to the same category. Li, C. [31] introduced external corpus to extract features based on character co-occurrence information, which served as background knowledge, to solve the problem caused by imbalanced corpus. Ren, F. et al. [32] considered the basic concept of categories and proposed a new text representation with the similarities between text and concepts, which served as general knowledge from Baidu Baike. Wikipedia is used as background knowledge by Yang, L. [33] to learn topics with respect to all target categories for short text classification. In deep learning neural networks, background knowledge is often existed in different forms in NLP tasks, such as knowledge graph, which contained a set of interconnected typed entities and their attributes [34,35]. Knowledge graph was proposed by google in 2012, which aimed to enable search engine to gain insight into the semantic information behind queries and improve the quality of answers returned. To discover latent knowledge-level connections among news, the deep knowledge-aware network is proposed by Wang, H. [36] to incorporates knowledge graph representation into news recommendation. For the task of sentiment analysis, an extension of LSTM is proposed by Ma, Y. [37], in which commonsense knowledge of sentiment-related concepts are incorporated.



The multi-stream neural network is a common architecture used in different information incorporation, and is often effected on graph and video analysis task. Simonyan, K. [38] proposed a two-stream ConvNet architecture which incorporated spatial and temporal networks, and demonstrated that good performance could be achieved in spite of limited training data. In subsequent studies, the architecture is further improved, the temporal segment network [39] is proposed to model long-term temporal structure, the importance of where a fusion layer location [40] in two-stream network is inquired to get better feature fusion, and the hidden two-stream networks [41] are proposed to capture the temporal relationships among video frames. All the above researches have proved the excellent performance with two-stream network in video action recognition. The network architecture is often universal, and those models that perform well in some tasks can often perform well in others. To increase the accuracy, the fusion of different representation models which trained by different classifiers [42] is often employed in NLP tasks. The processing procedure is similar to the multi-stream neural network, such as the deep fusion LSTMs [43] for text semantic matching and the enhanced sentence model for text categorization.



In this paper, the background knowledge extracted from external corpus is incorporated to solve the problems caused by data imbalance. To fusion the features extracted from background knowledge, multi-stream neural network with different fusion strategies is proposed to obtain better classification results.




3. Proposed Method


In this subsection, the overall methodology of background knowledge acquisition and multi-stream neural network are described in detail. The background knowledge is extracted from external corpus and is composed of keywords and co-occurred words. To better incorporate background knowledge into text classification task, a multi-stream neural network is proposed to extract in-depth features. Different fusion strategies: early-fusion and two kinds of later-fusion are employed in the feature fusion layer to better fuse the different features extracted from different single-streams.



3.1. Acquisition of Background Knowledge


For humans, it is often easy to immediately determine the category of a document by looking at the keywords or some specific words. The above decision is made based on the abundant background knowledge stored in the brain. Therefore, the assumption can be made that if background knowledge could be incorporated into the classification model, text classification task could be more accurate.



In this paper, the background knowledge is incorporated into text classification network to indirectly supplement training data and expand its coverage. The background knowledge is extracted from external corpus based on the following assumption: in the natural language, if two words    w 1    and    w 2    are often appeared together in the same unit window (such as paragraph, sentence, etc.), it can be assumed that they have some certain relationship, and the higher frequency of word co-occurrence, the closer relationship they have.



While word    w 1    appears, the possibility of word    w 2    having co-occurrence phenomenon is following:


  R  (   w 2  |  w 1   )  =   f  (   w 1  ,  w 2   )    f  (   w 1   )    ,  



(1)




where   f  (   w 1  ,  w 2   )    represents the counts of word    w 1    and    w 2    appeared together, and   f  (   w 1   )    represents the counts of word    w 1    appeared.



Therefore, it is reasonable to get the assumption that if there are some keywords of a certain category, the co-occurred words of these keywords with high frequency can also contribute to the text classification.



In this paper, background knowledge is composed of a set of keywords and co-occurred words. The referred keywords are extracted from labeled training corpus. The referred co-occurred words are those which appeared together within a certain word distance with keywords in a sentence. The external corpus are employed to search for the co-occurred words in a statistical unit (such as the sentence), and then the co-occurrence counts are counted. Only those co-occurred words with high frequency are remained in co-occurred words set. The flow of background knowledge acquisition is shown as Figure 1.



3.1.1. Keywords Acquisition


The training corpus have been classified, labeled with category, and pretreated to filter some useless words, such as stop words. To obtain those keywords that are important to a certain category in corpus, the TF-ICF method [44] is applied.


  t f i c  f  i j   =    n  i , j       ∑  k   n  k , j     × l o g    | c |     |   {  j :  w i  ∈  c j   }   |    ,  



(2)







In which      n  i , j       ∑  k   n  k , j       is the term frequency of word    w i    occurred in category    c j   ,    | c |    is the number of categories, and    |   {  j :  w i  ∈  c j   }   |    is the number of categories which containing    w i   .



For a certain category, a high weight in   t f i c f   means a high term frequency in this category and a low category frequency in the whole corpus. Finally, those words with high   t f i c f   weights composed the keywords set:   k e y w o r d s =  {   k 1  ,  k 2  ,   …  }   . These keywords are the basis of acquisition of co-occurred words set.




3.1.2. Co-Occurred Words Acquisition


For a certain category in training corpus, it is hard to include all sub-categories, especially for those categories with less data. As a result, it is often happened that the testing data and training data come from different sub-categories, and the feature words distribution is of huge difference, thus affecting the feature extraction effect.



If two words often appear together, we can think these two words may well belong to the same category. The co-occurred words of keywords with high frequency carry abundant category information as well. The external corpus from various fields are incorporated to obtain the co-occurred words. This incorporation is devoted to covering more comprehensive data from various sub-categories and supplying sufficient information for training corpus. In order to get the word co-occurrence information, the co-occurred words and co-occurrence counts with keywords are obtained by scanning each sentence in external corpus. In this process, co-occurred words within a certain distance can also provide useful information, so the word distance is taken into consideration. For each keyword    k i   , a co-occurrence matrix is obtained, which column index is co-occurred word and the value is co-occurred frequency   R  (   k i  |  w j   )  .  


  R  (   k i  |  w j   )  =   f  (   k i  ,    w j   )    f  (   k i   )    ,  



(3)







In which   f  (   k i  |  w j   )    is the co-occurrence count of    k i    and    w j    in external corpus,   f  (   k i   )    is the occurrence count of    k i   .



Finally, the co-occurred words of each keyword with high frequency are obtained, and after duplication remove, the set of co-occurred words are obtained:   C o _ w o r d s =  {  c o  w 1  , c o  w 2  …  }   .





3.2. Multi-Stream Neural Network


The multi-stream neural network performs well in features fusion, and is often applied in spatial and temporal networks in the task of action recognition of videos [45]. To better incorporate background knowledge based information, a multi-stream neural network is proposed, as shown in Figure 2, and different fusion strategies are used to extract comprehensive features.



The proposed multi-stream neural network consists of basal word-stream and background knowledge based aid streams, and mainly has five parts: input layer, word embedding layer, encoder layer, model training and fusion layer. Different feature sequences (detailed in Section 3.2.1) are feed into single-streams respectively. Each stream is trained on mini-batch with Adam optimizer independently. To further combine the features extracted from different streams, different fusion strategies (detailed in Section 3.3) are employed, and then the final prediction attaining.



3.2.1. Input Layer


The input of basal word-stream is original texts while the inputs of others are background knowledge based feature words. For each text  s  with n ordered words, the inputs of each stream in network divided into three parts: words, keywords and co-occurred word. Before the input layer, all words in texts, keywords set   k e y w o r d s   and co-occurred words set   C o _ w o r d s   are firstly transformed into real-valued word tokens by looking up in a pre-trained word tokens dictionary.



For each text   s =  {   w 1  ,  w 2  , …  w n   }   , the different inputs in multi-stream are defined as follows:




	
Word-stream: words =    {   w 1  ,  w 2  , …  w n   }   , which consists of all words in texts.



	
Key-stream: for each word    w i    in  s , if    w i    in keywords set   k e y w o r d s  , append    w i    in the input word sequences. Finally, the input of keyword-stream obtained:   k e y =  {   k 1  ,  k 2    …    k m   }   .



	
Cow-stream: for each word    w i    in  s , if    w i    in co-occurred words set   C o _ w o r d s  , append    w i    in the input word sequences. Finally, the input of co-occurred stream obtained:   c o w =  {  c o  w 1  , c o  w 2  … c o  w t   }   .









3.2.2. Word Embedding Layer


Word embedding, learned from massive unstructured text data, is widely adopted in building blocks for natural language processing. By representing each word as a fixed length vector, these embedding can group semantically similar words, while implicitly encoding rich linguistic regularities and patterns [46].



All words of corpus composed the word embedding matrix:   L ∈  R  V ∗ D    , in which V is the vocabulary size and D is the dimension of word embedding. Each word in input is represented as    w i  ∈  R  D ∗ 1    .




3.2.3. Encoding Layer


The encoder layer with RNN is connected to extract the high-order textual and semantic features. GRU (Gated recurrent units) cells are employed in RNN and the parameters are not shared with each stream. GRU is a gating mechanism and performs well in in-depth feature extraction [47].



The final state of GRU is employed as feature sequence:   H =  {   h 1  ,  h 2  …  h N   }   , in which  N  is the number of hidden layer in each stream, respectively.



Softmax function is connected the encoder to calculate the probability distribution, and the output is   P =  {   p 1  ,  p 2  …  p n   }   , in which n is the number of categories, and    p i    is the predicted probability that the text belongs to the corresponding category i, and the predicted tag    y ^  = a r g m a x  ( P )   .




3.2.4. Model Training


Each single-stream is trained respectively, and the parameters are not shared with each other. End-to-end back propagation is employed in training and the loss function is defined as follows:


  c r o s s   e n t r o p y = −  1 n   ∑  y l n  y ^  +  (  1 − y  )  ln  (  1 −  y ^   )  ,  



(4)







The training of the model is to minimize the cross entropy in each stream respectively and AdamOptimizer is used during training.





3.3. Fusion Strategy


Different fusion strategies are employed to get the feature both considered the information of corpus self and background knowledge. After the optimal parameters are trained in each stream, early-fusion and two after fusion strategies: average pooling and soft voting, are employed to obtain the comprehensive text representation vector.



3.3.1. Early-Fusion


In early-fusion, the features output from encoder of each stream are concatenated together and then input to softmax to classify the data. The feature vector after early-fusion is:


   H  e a r l y   =  [   H  w o r d   ,  H  k e y   ,  H  c o w    ]  ,  



(5)








3.3.2. After-Fusion


Probability distribution output from softmax of each stream indicate the probabilities of the corresponding text belonging to different categories predicted by each stream. Therefore, a proper weight can be assigned to each of them, and then a comprehensive probability distribution generated and do predict. Based on above ideas, two after fusion strategies: average pooling and soft voting are proposed.



In average-pooling, a uniform weight is assigned to each stream, the final probability distribution is:


   P  A v g   =  w 1  ∗  P  w o r d   +  w 2  ∗  P  k e y   +  w 3  ∗  P  c o w   ,  



(6)







In which    P  w o r d    ,    P  k e y    ,    P  c o w     are probability distribution of three streams respectively.    w i    is the weight parameter and    ∑   w i  = 1  . The final predicted tag:     y ^   p r e d   = a r g m a x  (   P  A v g    )   .



In the process of average pooling, a uniform weight    w i    is distributed to each stream. It means that for a certain single-stream, the same value of weight is assigned on the outputs of classifier, which is the probability estimate for each category. However, in the actual case, for a certain single-stream, the features extracted for a certain category may be more discriminatory than others and the probability may be estimated more accurate. So, higher weight should be given to above category while lower weight should be given to those inaccurate estimations. Therefore, another strategy of after-fusion: soft-voting is proposed.



In soft-voting, a fully connected neural network is trained after softmax layer, as shown in Figure 2, to balance the weakness between each stream. The input is the concatenated probability distributions of all streams, and the final probability distribution is:


    P  s o f t     = w ∗  [   P  w o r d   ,  P  k e y   ,  P  c o w    ]   ,  



(7)







In which   w ∈  R  3 n ∗ n    , and n is the number of categories. The final predicted tag:     y ^   p r e d   = a r g m a x  (   P  s o f t    )   .






4. Experiments and Discussion


We conduct experiments in two Chinese copus: Fudan university corpus and the reduced version of Sougou classification corpus, and two English corpus: Reuters-21578 R8 and Reuters-21578 R52. In order to evaluate the performance of the proposed multi-stream model based on background knowledge, multiple comparison experiments are conducted to:




	
Investigate the performance of background knowledge based multi-stream neural network on text classification task;



	
Investigate the contribution of background knowledge incorporation under different fusion strategies, especially the contribution on those categories with less data;



	
Investigate the universality of the proposed multi-stream neural network in different corpus and different language environments.








4.1. Dataset and Preprocessing


Three unlabeled external corpus are used to extract background knowledge, and four training corpus are used to train classification model and do predict. All corpus have been preprocessed. Referred Chinese corpus are preprocessed by word segmentation by Stanford-Segmenter (http://nlp.stanford.edu/software/segmenter.html), part-of-speech tagging by Stanford-Postagger (http://nlp.stanford.edu/software/tagger.html), non-Chinese words removal, non-nouns removal, and stop words removal. The English corpus are preprocessed by stem and stop words removal.



While reading an article, human often can accurately judge the related area after reading some paragraphs instead of the whole. Especially in text classification task, it is able to do classification after obtaining the category information. For above common sense and to reduce the computing cost during the experiments, a fixed text length is set according to the length distribution of corpus. If the length of original text is higher than the fixed value, only the previous words are retained, otherwise, 0-padding is employed.



4.1.1. Training Corpus


There are two Chinese corpus, Fudan University text classification corpus and the reduced version of Sougou classification corpus, and two English corpus, Reuters-21578 R52 and Reuters-21578 R8 which are partial data of Reuters-21578, are used as training corpus to test the performance of the proposed method.




	
Fudan University text classification corpus (hereinafter referred as Fudan corpus, (http://www.nlpir.org/?action-viewnews-itemid-103), are provided by the natural language processing group of international database in computer information and technology department of Fudan University. It has two parts, training corpus including 9833 texts and testing corpus including 9804 texts. This corpus has 20 categories and the number of texts in each category is different, which is an imbalanced corpus. Figure 3 shows the distribution of all texts in Fudan corpus.



	
The reduced version of Sougou classification corpus (hereinafter referred as SougouC corpus, https://www.sogou.com/labs/resource/list_news.php) are balance corpus with 9 categories. There are 1990 texts in each category.



	
Reuters-21578, a collection of documents that appeared on Reuters newswire in 1987 (http://www.cs.umb.edu/~smimarog/textmining/datasets/). This English corpus contains 90 classes of news documents. Reuters-21578 R8 (hereinafter referred as Reuter R8), in which there are 8 classes selected from Reuters-21578. The reduced corpus contain 7674 documents, and the average number of texts in each class is 959, in which the max number of texts in a certain class is 3923 while the minimum is 51. Figure 4 shows the distribution of all texts in Reuter R8. Reuters-21578 R52 (hereinafter referred as Reuter R52), in which there are 52 classes selected from Reuters-21578 for the multiclass text classification experiments. The reduced corpus contains 9100 documents, and the average number of texts in each class is 175, in which the max number of texts in a certain class is 3923 while the minimum number is 3.









4.1.2. Background Corpus


There are two corpus are severed as external corpus to extract background knowledge:




	
Chinese corpus: People’s daily news (http://paper.people.com.cn), which contain about 61 million sentences and average length is about 8 characters.



	
English corpus: Reuters Corpus, which contains about 806 thousand texts and average length is 109 words.










4.2. Experimental Setup


To investigate the contribution of background knowledge incorporation under different fusion strategies, some comparison experiments are conducted in both single-stream network and multi-stream network. Especially, the single word-stream is employed as baseline, which takes original word sequence as input and takes GRU as encoder. Some abbreviations used in this section are shown in Table 1.



In our experiments, inputs of each stream are all uniformed to same length by 0-padding, the max length setting is shown as Table 2. The dimension of word level embedding is set to 128. To extract features, RNN with GRU cell is employed as encoder in each single stream, and the hidden layer is set to 256. We optimize each single stream with Adam algorithm in mini-batch, and the batch size is 256. The dropout was 0.5 and learning rate is 0.002.




4.3. Results and Discussion


Results of Reuter-21578 R8 are shown as Table 3. From the results of single-stream in the table, it can be seen that in the single-streams based on background knowledge: key-stream, cow-stream and keycow-stream, the macro precision, recall and F1 score have been significantly improved while the accuracy is not much different compared with the basal word-stream. In the multi-stream network, the overall macro value increased significantly while the accuracy also improved whether in early-fusion or after-fusion strategy. The highest three results under different evaluation indicators are bolded in the table. Under comprehensive consideration, the best one is obtained in three-stream network with average pooling (P = 95.28, R = 94.75, F1 = 95.02), which is superior than baseline (word-stream, P = 84.71, R = 85.37, F1 = 85.04). The improved classification results mean that the incorporation of background knowledge has enriched the text representation to a great extent. Therefore, we can infer that the background knowledge can not only make up for the insufficient information of training data, but also make up for the deep feature extraction of those data sparse categories.



The effectiveness of background knowledge incorporation in multi-stream neural network also verified in Reuters-20578 R52 and two Chinese corpus. The results of Reuters-20578 R52 are shown in Table 4, the best one acquired in three-stream network with after fusion of soft voting: P = 81.96, R = 71.06, F1 = 76.12 (while P = 64.09, R = 63.95, F1 = 64.02 in baseline). The results of SougouC corpus are shown in Table 5, the best one is acquired in three-stream network with early fusion: P = 87.23, R = 87.30, F1 = 87.27 (while P = 83.72, R = 83.30, F1 = 83.36 in baseline). The results of Fudan corpus are shown in Table 6, and the best one is acquired in three-stream network with early fusion: P = 88.69, R = 81.65, F1 = 85.03 (while P = 76.70, R = 76.41, F1 = 76.55 in baseline). In this way, we can infer that the background knowledge with multi-stream network contributes a lot for text classification task.



The comparison results between above optimal model and basal model show that the macro indicators have significantly improved while the overall accuracy growth is slight. The reason can be that in these three imbalance corpus, there are some categories with less data, and their classification results effect slightly on overall accuracy results because of the data distribution. However, during the model training, accuracy is often used as evaluation indicator and the categories with less data often be ignored. Therefore, macro evaluation can reflect the overall classification results more objective for imbalance corpus.



The background knowledge based single-streams: key-stream, cow-stream and keycow-stream, perform well in Reuter-21578 R8, as shown in Table 3. However, the results are not stable in other three corpus: the macro values have a slight rise or fall compared with word-stream, as shown in Table 4, Table 5 and Table 6. This is mainly caused by two aspects. On one hand, the contribution of background knowledge based feature extraction in single-stream has a great relationship of the quality of background knowledge and the training data distribution. On the other hand, the information extracted from background knowledge based stream are not as comprehensive as the word-stream. In background knowledge based stream, the inputs are keywords, co-occurred words or the both extracted from original text, while all words are taken as input in word-stream. The features extracted will be too sparse compared with basal model if the coverage of background knowledge is not so comprehensive, which means the case that not all keywords or those words carry abundant category information in original texts are concluded in background knowledge. Therefore, it is not certain that the classification results of background knowledge based stream can be better than basal word-stream model.



In the multi-stream network, the overall classification results are improved a lot after feature fusion. It means that, as the knowledge supplement, the background knowledge based features can make up for the problem caused by data imbalance in basal word-stream network. The imbalance referred two aspects, the first is the feature imbalance in a certain category. For example, because of the limitation of data coverage, testing data and training data may come from different sub-categories of a certain category and contain different feature words. The incorporation of background knowledge which contain almost all sub-categories information are served as bridge, create a connection between training data and testing data. The second is amount imbalance between categories. There are some categories with less data and result in less feature extracted for them. The incorporation of background knowledge can largely alleviate the limitation caused by imbalanced data distribution.



To investigate the performance of our model on certain corpus, some comparisons are conducted with other typical models. Such as GRUs [47], Multinomial NB, SVM, Bayes Network, and KNN, which are all analyzed on Reuters R8 and Reuters R52 in [48]. As shown in Table 7, the comparisons of optimum results of our proposed method against above methods are listed with the same datasets. The best results on each dataset are in bold, and they are obtained by our proposed method.



To investigate the contribution of background knowledge on different categories in a certain corpus, the optimal three group of experimental results obtained to compare with the basal word-stream model. The results of each category are shown as Figure 5, Figure 6 and Figure 7 respectively. Horizontal axis refers to the categories, the bar charts refers to the classification results, and the line graph refers to the number of training texts in corresponding category.



According to the results of Reuters-21578 R8, as shown in Figure 5, the categories with relatively few training data, like ‘ship’ with 36 training texts and ‘grain’ with 10 training texts, improved a large amount in macro precision, recall, and F1 score, while the categories with relatively abundant training data, like ‘earn’ and ‘acq’, improved not very obviously. These results also verify the previous viewpoint about imbalance corpus: the incorporation of background knowledge can conspicuously make up for the insufficient information of some categories with less data, thus contribute to the overall results of classification model.



The results of another imbalance Chinese corpus, Fudan Corpus, also verified the above assumption, as shown in Figure 6. The categories with relatively abundant training data above 600, like ‘C11’ and ’C19’, the variation is slight. However, for other categories in which training texts are less than 100, the improvement is relatively distinct.



The results of the balance Sougou corpus, in which each category is composed of same number of texts, are shown as Figure 7. Compared with base model, the incorporation of background knowledge in multi-stream neural network seems contributions to each category uniformly. Although not particularly improved, the recognition accuracy of each category are all improved to some extent, which proved that the multi-stream model is not only applicable to imbalanced corpus, but also applicable to balanced corpus.





5. Conclusions


In this paper, we focused on the work of incorporating background knowledge into text classification task to make up for the limitation of imbalance training data. To better fuse the background knowledge based features into basal model, a multi-stream neural network with different fusion strategies was proposed.



The experimental results obtained from different corpus showed that, compared with traditional RNN based text classification model, the proposed method performed better under different evaluation indicators. The improvement of macro F1 score up to 10.16% in Reuters-21578-R8, 12.10% in Reuters-21578-R8, 8.75% in Fudan corpus, and 3.91% in Sougou Corpus. According to the results comparison of different categories in a certain category, the following conclusion can be drawn: as the knowledge supplement, the background knowledge based feature can make up for the information neglected or absented in basal text classification network, especially for imbalance corpus.



In future, the proposed work can be extended by extracting more beneficial background knowledge from more comprehensive external corpus provided by this big data era. To extract more comprehensive and in-depth feature information, more complex and effective model can serve as encoder, and different feature fusion strategy can also be further researched.
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Figure 1. Extraction of background knowledge. 
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Figure 2. Multi-stream model. 
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Figure 3. Document Numbers of classes in Fudan corpus. 
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Figure 4. Document Numbers of classes in Reuter-21578 R8. 
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Figure 5. Results of Reuter-21578 R8. 
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Figure 6. Results of Fudan University Corpus. 
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Figure 7. Results of Sougou corpus. 
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Table 1. Explanatory note of Abbreviations in the experiments.
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	Abbreviations
	Note





	W
	word-stream, input is   w o r d s  .



	Key
	key-stream, input is   k e y  .



	Cow
	cow-stream, input is   c o w  .



	KeyCow
	keycow-stream, input is concatenate of   k e y   and   c o w  .



	W + Key
	Fusion of word-stream and key-stream



	W + Cow
	Fusion of word-stream and cow-stream



	W + KeyCow
	Fusion of word-stream and keycow-stream



	W + Key + Cow
	Fusion of word-stream, key-stream and cow-stream
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Table 2. Max length setting of inputs.
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	Reuter R8
	Reuter R52
	Fudan
	Sougou





	Max length of word_stream (n)
	128
	100
	300
	300



	Max length of key_stream (m)
	45
	27
	130
	20



	Max length of cow_stream (t)
	70
	56
	222
	92
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Table 3. Results of Reuters-21578 R8.
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Unit: %

	
Macro

	
Acc




	
P

	
R

	
F1






	
Single stream:

	
W (Baseline)

	
84.71

	
85.37

	
85.04

	
96.12




	
Key

	
90.41

	
92.16

	
91.28

	
96.30




	
Cow

	
91.35

	
89.84

	
90.59

	
95.39




	
KeyCow

	
91.44

	
88.81

	
90.11

	
95.75




	
Early fusion:

	
W + Key

	
90.76

	
93.28

	
92.00

	
97.44




	
W + Co

	
92.74

	
91.34

	
92.03

	
96.57




	
W + KeyCow

	
93.56

	
91.03

	
92.28

	
96.67




	
W +Key + Cow

	
93.09

	
92.39

	
92.74

	
96.85




	
After fusion:

	
Average pooling




	
W + Key

	
93.13

	
93.85

	
93.49

	
97.30




	
W + Co

	
91.54

	
90.85

	
91.19

	
96.76




	
W + KeyCow

	
90.24

	
89.63

	
89.94

	
96.67




	
W + Key +Cow

	
95.28

	
94.75

	
95.02

	
97.67




	
Soft voting




	
W + Key

	
91.75

	
92.52

	
92.14

	
97.08




	
W + Co

	
91.00

	
89.89

	
90.44

	
96.07




	
W + KeyCow

	
89.12

	
87.90

	
88.50

	
96.35




	
W + Key +Cow

	
95.15

	
94.30

	
94.72

	
97.67
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Table 4. Results of Reuters-21578 R52.






Table 4. Results of Reuters-21578 R52.





	

	
Unit: %

	
Macro

	
Acc




	
P

	
R

	
F1






	
Single stream:

	
W (Baseline)

	
64.09

	
63.95

	
64.02

	
93.30




	
Key

	
73.14

	
67.64

	
70.28

	
90.46




	
Cow

	
68.97

	
63.89

	
66.33

	
91.04




	
KeyCow

	
63.80

	
54.92

	
59.03

	
90.62




	
Early fusion:

	
W + Key

	
74.90

	
68.32

	
71.46

	
93.50




	
W + Co

	
73.66

	
65.60

	
69.40

	
93.61




	
W + KeyCow

	
73.31

	
65.84

	
69.38

	
93.69




	
W +Key + Cow

	
77.28

	
68.40

	
72.57

	
94.00




	
After fusion:

	
Average pooling




	
W + Key

	
78.10

	
69.87

	
73.76

	
94.04




	
W + Co

	
70.19

	
68.94

	
69.56

	
93.93




	
W + KeyCow

	
71.74

	
65.25

	
68.34

	
94.04




	
W + Key +Cow

	
76.36

	
70.30

	
73.20

	
94.35




	
Soft voting




	
W + Key

	
76.89

	
67.82

	
72.07

	
93.03




	
W + Co

	
72.27

	
66.64

	
69.34

	
92.91




	
W + KeyCow

	
71.87

	
60.44

	
65.66

	
92.99




	
W + Key + Cow

	
81.96

	
71.06

	
76.12

	
93.81
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Table 5. Results of Sougou Corpus.
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Unit: %

	
Macro

	
Acc




	
P

	
R

	
F1






	
Single stream:

	
W (Baseline)

	
83.72

	
83.30

	
83.36

	
83.78




	
Key

	
73.95

	
72.76

	
73.35

	
72.71




	
Cow

	
81.86

	
81.76

	
81.81

	
81.71




	
KeyCow

	
81.93

	
81.94

	
81.94

	
81.85




	
Early fusion:

	
W + Key

	
85.34

	
85.40

	
85.40

	
85.40




	
W + Co

	
87.12

	
87.15

	
87.13

	
87.13




	
W + KeyCow

	
86.98

	
86.98

	
86.98

	
86.96




	
W +Key + Cow

	
87.23

	
87.30

	
87.27

	
87.28




	
After fusion:

	
Average pooling




	
W + Key

	
85.02

	
85.12

	
85.07

	
85.11




	
W + Co

	
86.33

	
86.31

	
86.32

	
86.30




	
W + KeyCow

	
86.70

	
86.63

	
86.66

	
86.60




	
W + Key +Cow

	
86.62

	
86.65

	
86.64

	
86.64




	
Soft voting




	
W + Key

	
84.79

	
84.81

	
84.80

	
84.80




	
W + Co

	
86.05

	
86.07

	
86.06

	
86.04




	
W + KeyCow

	
86.00

	
85.98

	
85.99

	
85.96




	
W + Key +Cow

	
86.40

	
86.41

	
86.40

	
86.38
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Table 6. Results of Fudan Corpus.
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Unit: %

	
Macro

	
Acc




	
P

	
R

	
F1






	
Single stream:

	
W (Baseline)

	
76.70

	
76.41

	
76.55

	
95.43




	
Key

	
78.16

	
68.12

	
72.79

	
90.82




	
Cow

	
83.27

	
78.15

	
80.63

	
95.22




	
KeyCow

	
77.84

	
74.05

	
75.90

	
94.52




	
Early fusion:

	
W + Key

	
83.82

	
79.63

	
81.67

	
96.15




	
W + Co

	
84.44

	
81.73

	
83.06

	
96.79




	
W + KeyCow

	
83.02

	
80.80

	
81.90

	
96.53




	
W +Key + Cow

	
88.69

	
81.65

	
85.03

	
96.89




	
After fusion:

	
Average pooling




	
W + Key

	
84.18

	
78.99

	
81.50

	
95.98




	
W + Co

	
84.69

	
80.96

	
82.78

	
96.48




	
W + KeyCow

	
83.90

	
78.66

	
81.19

	
96.13




	
W + Key +Cow

	
85.26

	
81.94

	
83.57

	
96.67




	
Soft voting




	
W + Key

	
83.60

	
76.59

	
79.94

	
95.64




	
W + Co

	
85.64

	
79.40

	
82.40

	
96.30




	
W + KeyCow

	
83.21

	
78.35

	
80.70

	
96.02




	
W + Key +Cow

	
88.66

	
80.28

	
84.26

	
96.41
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Table 7. Comparison of different methods with proposed method.
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Method

	
Accuracy (Unit: %)




	
Reuters R8

	
Reuters R52






	
Proposed method

	
97.67

	
94.35




	
GRUs

	
96.12

	
93.30




	
Multinomial NB

	
96.20

	
86.64




	
SVM

	
95.20

	
90.14




	
Bayes Network

	
91.82

	
87.53




	
KNN

	
87.80

	
79.32












© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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