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Abstract: Many challenges in today’s society can be tackled by distributed open systems. This is
particularly true for domains that are commonly perceived under the umbrella of smart cities, such as
intelligent transportation, smart energy grids, or participative governance. When designing computer
applications for these domains, it is necessary to account for the fact that the elements of such
systems, often called software agents, are usually made by different designers and act on behalf
of particular stakeholders. Furthermore, it is unknown at design time when such agents will enter
or leave the system, and what interests new agents will represent. To instil coordination in such
systems is particularly demanding, as usually only part of them can be directly controlled at runtime.
Agreement technologies refer to a sandbox of tools and mechanisms for the development of such
open multiagent systems, which are based on the notion of agreement. In this paper, we argue
that agreement technologies are a suitable means for achieving coordination in smart city domains,
and back our claim through examples of several real-world applications.
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1. Introduction

The transactions and interactions among people in modern societies are increasingly mediated by
computers. From email, over social networks, to virtual worlds, the way people work and enjoy their
free time is changing dramatically. The resulting networks are usually large in scale, involving huge
numbers of interactions, and are open for the interacting entities to join or leave at will. People are often
supported by software components of different complexity to which some of the corresponding tasks
can be delegated. In practice, such systems cannot be built and managed based on rigid, centralised
client-server architectures, but call for more flexible and decentralised means of interaction.

The field of agreement technologies (AT) [1] envisions next-generation open distributed systems,
where interactions between software components are based on the concept of agreement, and which
enact two key mechanisms: a means to specify the “space” of agreements that the agents can possibly
reach, and an interaction model by means of which agreements can be effectively reached. Autonomy,
interaction, mobility and openness are key characteristics that are tackled from a theoretical and
practical perspective.

Coordination in distributed systems is often seen as governing the interaction among distributed
processes, with the aim of “gluing together” their behaviour so that the resulting ensemble shows
desired characteristics or functionalities [2]. This notion has also been applied to distributed systems
made up of software agents. Initially, the main purpose of such multiagent systems was to efficiently
perform problem-solving in a distributed manner: both the agents and their rules of interaction were
designed together, often in a top-down manner and applying a divide-and-conquer strategy to solve
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the problem at hand [3]. However, many recent applications of multiagent systems refer to domains
where agents, possibly built by different designers and representing different interests, may join and
leave the system at a pace that is unknown at design time. It is apparent that coordination in such
open multiagent systems requires a different, extended stance on coordination [3].

Application areas that fall under the umbrella of smart cities have recently gained momentum [4].
Intelligent transportation systems, smart energy grids, or participative governance are just some
examples of domains where an improved efficiency of the use of shared urban resources (both physical
and informational) can lead to a better quality of life for the citizens. It thus seems evident
that new applications in the context of smart cities have the potential for achieving significant
socioeconomic impact.

We believe that applying AT to the domain of smart cities may enable the development of novel
applications, both with regard to functionality for stakeholders, as well as with respect to the level
of sustainability of smart city services. In particular, in this article, we discuss how coordination
can be achieved in practical applications of multiagent systems, with different levels of openness,
by making use of techniques from the sandbox of AT. Section 2 briefly introduces the fields of AT,
coordination models, and smart cities, and relates them to each other. Section 3 describes several
real-world applications, related to the field of smart cities, that illustrate how coordination models can
be tailored to each particular case and its degree of openness. Section 4 summarises the lessons learnt
from this enterprise.

2. Background

In this section, we introduce the fields of agreement technologies and coordination models and
relate them to each other. We then briefly characterise the field of smart cities and argue that agreement
technologies are a promising candidate to instil coordination in smart city applications.

2.1. Agreement Technologies

Agreement technologies (AT) [1] address next-generation open distributed systems,
where interactions between software processes are based on the concept of agreement. AT-based
systems are endowed with means to specify the “space” of agreements that can be reached, as well
as interaction models for reaching agreement and monitoring agreement execution. In the context
of AT, the elements of open distributed systems are usually conceived as software agents. There is
still no consensus where to draw the border between programs or objects on the one hand and
software agents on the other, but the latter are usually characterised by four key characteristics, namely,
autonomy, social ability, responsiveness and proactiveness [5]. The interactions of a software agent with its
environment (and with other agents) are guided by a reasonably complex program, capable of rather
sophisticated activities such as reasoning, learning, or planning. Two main ingredients are essential for
such multiagent systems based on AT: firstly, a normative model that defines the “rules of the game”
that software agents and their interactions must comply with; and secondly, an interaction model
where agreements are first established and then enacted. AT can then be conceived as a sandbox of
methods, platforms, and tools to define, specify, and verify such systems.

The basic elements of the AT sandbox are related to the challenges outlined by Sierra et al. for
the domain of agreement computing [6], covering the fields of semantics, norms, organisations,
argumentation and negotiation, as well as trust and reputation. Still, when dealing with open
distributed systems made up of software agents, more sophisticated and computationally expensive
models and mechanisms can be applied [7].

The key elements of the field of AT can be conceived of in a tower structure, where each level
provides functionality to the levels above, as depicted in Figure 1.



Appl. Sci. 2018, 8, 816 3 of 38
Appl. Sci. 2018, 8, x FOR PEER REVIEW  3 of 36 

 
Figure 1. Agreement technologies (AT) tower. 

Semantic technologies provide solutions to semantic mismatches through the alignment of 
ontologies, so agents can reach a common understanding on the elements of agreements. In this 
manner, a shared multifaceted “space” of agreements can be conceived, providing essential 
information to the remaining layers. The next level is concerned with the definition of norms 
determining constraints that the agreements, and the processes leading to them, should satisfy. Thus, 
norms can be conceived of as a means of “shaping” the space of valid agreements. Organisations 
further restrict the way agreements are reached by imposing organisational structures on the agents. 
They thus provide a way to efficiently design and evolve the space of valid agreements, possibly 
based on normative concepts. The argumentation and negotiation layer provides methods for reaching 
agreements that respect the constraints that norms and organisations impose over the agents. This 
can be seen as choosing certain points in the space of valid agreements. Finally, the trust and reputation 
layer keeps track of whether the agreements reached, and their executions, respect the constraints 
put forward by norms and organisations. So, it complements the other techniques that shape the 
“agreement space” by relying on social mechanisms that interpret the behaviour of agents. 

Even though one can clearly see the main flow of information from the bottom towards the top 
layers, results of upper layers can also produce useful feedback that can be exploited at lower levels. 
For instance, as mentioned above, norms and trust can be conceived as a priori and a posteriori 
approaches, respectively, to security [6]. Therefore, in an open and dynamic world it will certainly 
make sense for the results of trust models to have a certain impact on the evolution of norms. Some 
techniques and tools are orthogonal to the AT tower structure. The topics of environments [8] and 
infrastructures [9], for instance, pervade all layers. In much the same way, coordination models and 
mechanisms are not just relevant to the third layer of Figure 1, but cross-cut the other parts of the AT 
tower as well [10]. We will elaborate on this matter in the next subsection. 

2.2. Coordination Models 

The notion of coordination is central to many disciplines. Sociologists observe the behaviour of 
groups of people, identify particular coordination mechanisms, and explain how and why they 
emerge. Economists are concerned with the structure and dynamics of the market as a particular 
coordination mechanism; they attempt to build coordination market models to predict its behaviour. 
Biologists observe societies of simple animals demonstrating coordination without central 
coordinators; coordination mechanisms inspired from biology have proven useful to various 
scientific disciplines. In organisational theory, the emphasis is on predicting future behaviour and 
performance of an organisation, assuming the validity of a certain coordination mechanism. From a 
computer science point of view, the challenge is to design mechanisms that “glue together” the 
activities of distributed actors in some efficient manner. However, beyond such high-level 
conceptions, within the computer science field, and even among researchers working on multiagent 
systems, there is no commonly agreed definition for the concept of coordination. An important reason 
for this is the different interests of the designers in coordination mechanisms (micro- and/or macro-
level properties), as well as different levels of control that designers have over the elements of the 

Figure 1. Agreement technologies (AT) tower.

Semantic technologies provide solutions to semantic mismatches through the alignment of
ontologies, so agents can reach a common understanding on the elements of agreements. In this manner,
a shared multifaceted “space” of agreements can be conceived, providing essential information to the
remaining layers. The next level is concerned with the definition of norms determining constraints
that the agreements, and the processes leading to them, should satisfy. Thus, norms can be conceived
of as a means of “shaping” the space of valid agreements. Organisations further restrict the way
agreements are reached by imposing organisational structures on the agents. They thus provide a way
to efficiently design and evolve the space of valid agreements, possibly based on normative concepts.
The argumentation and negotiation layer provides methods for reaching agreements that respect the
constraints that norms and organisations impose over the agents. This can be seen as choosing certain
points in the space of valid agreements. Finally, the trust and reputation layer keeps track of whether
the agreements reached, and their executions, respect the constraints put forward by norms and
organisations. So, it complements the other techniques that shape the “agreement space” by relying on
social mechanisms that interpret the behaviour of agents.

Even though one can clearly see the main flow of information from the bottom towards the
top layers, results of upper layers can also produce useful feedback that can be exploited at lower
levels. For instance, as mentioned above, norms and trust can be conceived as a priori and a posteriori
approaches, respectively, to security [6]. Therefore, in an open and dynamic world it will certainly
make sense for the results of trust models to have a certain impact on the evolution of norms.
Some techniques and tools are orthogonal to the AT tower structure. The topics of environments [8]
and infrastructures [9], for instance, pervade all layers. In much the same way, coordination models
and mechanisms are not just relevant to the third layer of Figure 1, but cross-cut the other parts of the
AT tower as well [10]. We will elaborate on this matter in the next subsection.

2.2. Coordination Models

The notion of coordination is central to many disciplines. Sociologists observe the behaviour
of groups of people, identify particular coordination mechanisms, and explain how and why they
emerge. Economists are concerned with the structure and dynamics of the market as a particular
coordination mechanism; they attempt to build coordination market models to predict its behaviour.
Biologists observe societies of simple animals demonstrating coordination without central coordinators;
coordination mechanisms inspired from biology have proven useful to various scientific disciplines.
In organisational theory, the emphasis is on predicting future behaviour and performance of an
organisation, assuming the validity of a certain coordination mechanism. From a computer science
point of view, the challenge is to design mechanisms that “glue together” the activities of distributed
actors in some efficient manner. However, beyond such high-level conceptions, within the computer
science field, and even among researchers working on multiagent systems, there is no commonly
agreed definition for the concept of coordination. An important reason for this is the different interests
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of the designers in coordination mechanisms (micro- and/or macro-level properties), as well as
different levels of control that designers have over the elements of the distributed intelligent system
(the degree of openness of the system), as we will argue in the following [3].

Early work on coordination in multiagent systems (MAS) focused essentially on (cooperative)
distributed problem solving. In this field, it is assumed that a system is constructed (usually from the
scratch) out of several intelligent components, and that there is a single designer with full control over
these agents. In particular, this implies that agents are benevolent (as instrumental local goals can be
designed into them) and, by consequence, that the designer is capable of imposing whatever interaction
patterns are deemed necessary to achieve efficient coordination within the system. Efficiency in this
context usually refers to a trade-off between the system’s resource consumption and the quality of the
solution provided by the system: agents necessarily have only partial, and maybe even inconsistent
views of the global state of the problem-solving process, so they need to exchange just enough
information to be able to locally make good decisions (i.e., choices that are instrumental with respect to
the overall system functionality). Resource consumption is not only measured in terms of computation
but also of communication load.

From a qualitative perspective, coordination in distributed problem-solving systems can be
conceived as a distributed constraint problem (see [11] for an example). Agents locally determine
individual actions that comply with the constraints (dependencies) that affect them, so as to give rise
to “good” global solutions. Alternatively, in quantitative approaches, the structure of the coordination
problem is hidden in the shape of a shared global multi-attribute utility function. An agent has control
over only some of the function’s attributes, and the global utility may increase/decrease in case
there is a positive/negative dependency with an attribute governed by another agent, but these
dependencies are hidden in the algorithm that computes the utility function and are thus not
declaratively modelled. Quantitative approaches to coordination can be understood in terms a of a
distributed optimisation problem.

More recent research in the field of MAS has been shifting the focus towards open systems,
where the assumption of a central designer with full control over the system components no longer
holds. This raises interoperability problems that need to be addressed. In addition, the benevolence
assumption of distributed problem-solving agents needs to be dropped: coordination mechanisms
now have to deal with autonomous, self-interested behaviour—an aspect that is usually out of the
scope of models from the field of distributed computing. Approaching agent design in open systems
from a micro-level perspective means designing an intelligent software entity capable of successful
autonomous action in potentially hostile (multiagent) environments. In this context, coordination
can be defined as “a way of adapting to the environment” [12]: adjusting one’s decisions and actions
to the presence of other agents, assuming that they show some sort of rationality. If the scenario is
modelled within a quantitative framework, we are still concerned with multi-attribute utility functions,
where only some attributes are controlled by a particular agent, but now there are different utility
functions for each agent. The most popular way of characterising a problem of these characteristics
is through (nonconstant sum) games [13]. Coordination from a micro-level perspective boils down to
agents applying some sort of “best response” strategy, and potentially leads to some notion of (Nash)
equilibrium. From a macro-level perspective, coordination is about designing “rules of the game”
such that, assuming that agents act rationally and comply with these rules, some desired properties or
functionalities are instilled. In the field of game theory, this is termed mechanism design [13]. In practice,
it implies designing potentially complex interaction protocols among the agents, which shape their
“legal” action alternatives at each point in time, as well as institutions or infrastructures that make
agents abide by the rules [9]. From this perspective, instilling coordination in an open multiagent
system can be conceived as an act of governing interaction within the system.

If the environment is such that agents can credibly commit to mutually binding agreements,
coordinating with others comes down to negotiating the terms of such commitments. This is where
the link to AT becomes evident. Norms and organisations define and structure the interactions that
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may take place among agents. The shape of these interactions depends on the particular case,
but often they can be conceived as negotiating an agreement for a particular outcome of coordination.
In addition, depending on the agents’ interests, information and structured arguments can be provided
to make agents converge on such an agreement. Norms and trust can be seen as a priori and a
posteriori measures, respectively, that make agents comply with the constraints imposed by norms
and organisations.

2.3. Smart Cities

There is a broad variety of domains where the potential of AT becomes apparent (see Part VII
of [1]). In these domains, the choices and actions of a large number autonomous stakeholders need to be
coordinated, and interactions can be regulated, by some sort of intelligent computing infrastructure [9],
through some sort of institutions and institutional agents [14], or simply by strategically providing
information in an environment with a significant level of uncertainty [15]. The advent of intelligent
road infrastructures, with support for vehicle-to-vehicle and vehicle-to-infrastructure communications,
make smart transportation a challenging field of application for AT, as it allows for a decentralised
coordination of individually rational commuters. However, also the infrastructure of the electricity
grid is evolving, allowing for bidirectional communication among energy producers and consumers.
Therefore, in the near future, large numbers of households could coordinate and adapt their aggregate
energy demand to the supply offered by utilities. AT can also be applied to the domain of smart
energy in order to integrate large numbers of small-scale producers of renewable energy into the grid
infrastructure. In much the same way, smart governance can make use of electronic institutions that
support citizens, for instance, in the process of dispute resolution.

The above are only a few examples of applications and domains that are often referred to under
the umbrella of smart cities. Even though many definitions of that term exist [3], there is still no
commonly agreed conception of a smart city. Still, we believe that authors tend to concur that a key
challenge of smart cities is to improve the efficiency of the use of shared urban resources (both physical
and informational) through the use of Information and communications technology (ICT), so as to
improve the quality of life of citizens (see, e.g., [16–18]). Most of the world’s urban areas have a limited
space to expand, congestion and contamination seriously affect people’s well-being, and a constant
and reliable supply of energy is essential for almost all aspects of urban life. Therefore, ICT-based
solutions can help to adequately disseminate information and effectively coordinate the urban services
and supplies so as to make urban life more comfortable and efficient.

While initially smart city research had a strong focus on ICT and “smartness”, more recently,
impact indicators of environmental, economic, or social sustainability have also gained importance [19],
so in present days the term smart sustainable city is commonly used [20]. This notion underlines that,
on the tack to making our cities smarter, preserving the “needs of present and future generations with
respect to economic, social and environmental aspects” is of foremost importance [21].

The Internet of Things (IoT) is often considered as crucial in the development of smart cities [22].
It is usually conceived as a global infrastructure, enabling advanced services by interconnecting
(physical and virtual) devices based on ICT. Recently, it has been moving from interesting proofs
of concept to systemic support for urban processes that generates efficiency at scale (see, e.g., [23]).
With increasing connectivity between people, data, and things based on IoT, the challenge is how
to manage and coordinate the decisions of a myriad of decision makers in real time, considering the
scarcity of resources and stochasticity in demand.

We believe that there is a significant potential in applying AT outlined in Section 2.1, targeting
methods and tools that support the formation and execution of agreements in large-scale open systems,
in order to progress towards the vision of smart and sustainable cities mentioned above. In much
the same way, it seems straightforward that the efficient discovery, orchestration, and maintenance of
services, based largely on data from heterogeneous sensors and all sorts of embedded devices, calls for
the application of both scalable and tailorable coordination models. In the following sections, we will
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focus on different types of assignment problems in the context of sustainable smart cities: we provide
examples of how AT-based coordination services mediate the use of scarce resources to the benefit
of citizens.

3. Applications

In this section, we show how the AT paradigm can be applied to achieve coordination in various
real-world problems. Depending on the structure and characteristics of each domain, different
technologies from the AT sandbox need to be selected and combined so as to meet the requirements
for each case. Section 3.1 highlights the use of techniques related to norms and organisations
(in particular, auction protocols and market-based control) in an open domain, where flows of
autonomous vehicles, controlled by individually rational driver agents, are coordinated through
a network of intelligent interactions. Section 3.2 is dedicated to the problem of evacuation guidance in
smart buildings, where evacuees, suffering from significant levels of uncertainty concerning the state
of an emergency, are provided with individualised route recommendations in a coordinated manner.
In this context, issues related to situation-awareness and semantics play a major role. Section 3.3
addresses the coordination of fleets of ambulance vehicles. Even though this is a primarily closed
scenario, we address it with techniques from the field of AT, applying an algorithm that simulates
multiple concurrent computational auctions. Section 3.4 focuses on coordination of emergency medical
services for angioplasty patients—a problem similar to the previous one, even though its internal
structure (different types of agents, etc.) leads to a more complex coordination mechanism. Finally,
Section 3.5 also addresses a coordination problem related to fleet management, but applied to the
field of taxi services. Here, we again have a higher degree of openness, as taxis are conceived of as
autonomous agents, so coordination needs to be induced by incentives, targeted at influencing the
choices of drivers whose actions are not fully determined by organisational rules and protocols.

3.1. Coordination of Traffic Flows through Intelligent Intersections

Removing the human driver from the control loop through the use of autonomous vehicles
integrated with an intelligent road infrastructure can be considered as the ultimate, long-term
goal of the set of systems and technologies grouped under the name of “intelligent transportation
systems” (ITS). Autonomous vehicles are already a reality. For instance, in the DARPA Grand
Challenges (https://en.wikipedia.org/wiki/DARPA_Grand_Challenge), different teams competed to
build the best autonomous vehicles, capable of driving in traffic and performing complex manoeuvres
such as merging, passing, parking, and negotiating with intersections. The results have shown
that autonomous vehicles can successfully interact with both manned and unmanned vehicular
traffic in an urban environment. In line with this vision, the IEEE Connected Vehicles Initiative
(http://sites.ieee.org/connected-vehicles/ieee-connected-vechicles/ieee-cv-initiative/) promotes
technologies that link road vehicles to each other and to their physical surroundings (i.e., by
vehicle-to-infrastructure and vehicle-to-vehicle wireless communications). The advantages of such an
integration span from improved road safety to a more efficient operational use of the transportation
network. For instance, vehicles can exchange critical safety information with the infrastructure so as
to recognise high-risk situations in advance and therefore to alert drivers. Furthermore, traffic signal
systems can communicate signal phase and timing information to vehicles to enhance the use of the
transportation network.

In this regard, some authors have recently paid attention to the potential of a tighter integration
of autonomous vehicles with the road infrastructure for future urban traffic management. In the
reservation-based control system [24], an intersection is regulated by a software agent, called intersection
manager agent, which assigns reservations of space and time to each autonomous vehicle intending to
cross the intersection. Each vehicle is operated by another software agent, called driver agent. When a
vehicle approaches an intersection, the driver requests that the intersection manager reserves the
necessary space–time slots to safely cross the intersection. The intersection manager, provided with
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data such as vehicle ID, vehicle size, arrival time, arrival speed, type of turn, and other variables,
simulates the vehicle’s trajectory inside the intersection and informs the driver whether its request is in
conflict with the already confirmed reservations. If such a conflict does not exist, the driver stores the
reservation details and tries to meet them; otherwise, it may try again at a later time. The authors show
through simulations that in situations of balanced traffic, if all vehicles are autonomous, their delays at
the intersection are drastically reduced compared to traditional traffic lights.

In this section, we report on our efforts to use different elements of the sandbox of AT to further
improve the effectiveness and applicability of Dresner and Stone’s approach, assuming a future
infrastructure where all vehicles are autonomous and capable of interacting with the regulating traffic
infrastructure. We extend the reservation-based model for intersection control at two different levels.

• Single Intersection: our objective is to elaborate a new policy for the allocation of reservations to
vehicles that takes into account the drivers’ different attitudes regarding their travel times.

• Network of Intersections: we built a computational market where drivers must acquire the right to
pass through the intersections of the urban road network, implementing the intersection managers
as competitive suppliers of reservations which selfishly adapt the prices to match the actual
demand, and combine the competitive strategy for traffic assignment with the auction-based
control policy at the intersection level into an adaptive, market-inspired mechanism for traffic
management of reservation-based intersections.

3.1.1. Mechanism for Single Intersection

For a single reservation-based intersection, the problem that an intersection manager has to solve
comes down to allocating reservations among a set of drivers in such a way that a specific objective is
maximised. This objective can be, for instance, minimising the average delay caused by the presence
of the regulated intersection. In this case, the simplest policy to adopt is allocating a reservation to
the first agent that requests it, as occurs with the first-come first-served (FCFS) policy proposed by
Dresner and Stone in their original work. Another work in line with this objective takes inspiration
from adversarial queuing theory for the definition of several alternative control policies that aim at
minimising the average delay [25]. However, these policies ignore the fact that in the real world,
depending on people’s interests and the specific situation that they are in, the relevance of travel time
may be judged differently: a business person on his or her way to a meeting, for instance, is likely to
be more sensitive to delays than a student cruising for leisure. Since processing the incoming requests
to grant the associated reservations can be considered as a process of assigning resources to agents that
request them, one may be interested in an intersection manager that allocates the disputed resources
to the agents that value them the most. In the sequel, we designed an auction-based policy for this
purpose. In line with approaches from mechanism design, we assumed that the more a human driver
is willing to pay for the desired set of space–time slots, the more they value the good. Therefore,
our policy for the allocation of resources relies on auctions.

The first step is to define the resources (or items) to be allocated. In our scenario, the auctioned
good is the use of the space inside the intersection at a given time. We modelled an intersection as a
discrete matrix of space slots. Let S be the set of the intersection space slots, and T the set of future
time-steps, then the set of items that a bidder can bid for is I = S × T. Therefore, differing from other
auction-based approaches for intersection management (e.g., [26]), our model of the problem calls for
a combinatorial auction, as a bidder is only interested in bundles of items over the set I. As Figure 2
illustrates, in the absence of acceleration in the intersection, a reservation request implicitly defines
which space slots at which time the driver needs in order to pass through the intersection.

The bidding rules define the form of a valid bid accepted by the auctioneer. In our scenario,
a bid over a bundle of items is implicitly defined by the reservation request. Given the parameters
arrival time, arrival speed, lane, and type of turn, the auctioneer (i.e., the intersection manager) is able to
determine which space slots are needed at which time. Thus, the additional parameter that a driver
must include in its reservation request is the value of its bid, that is, the amount of money that it is
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willing to pay for the requested reservation. A bidder is allowed to withdraw its bid and to submit
a new one. This may happen, for instance, when a driver that submitted a bid b, estimating to be at
the intersection at time t, realises that, due to changing traffic conditions, it will more likely be at the
intersection at time t’ > t, thus making the submitted bid b useless for the driver. The rational thing to
do in this case, as the driver would not want to risk being involved in a car accident, is resubmit the
bid with the updated arrival time. However, we require the new bid to be greater than or equal to
the value of the previous one. This constraint avoids the situation whereby a bidder “blocks” one or
several slots for itself, by acquiring them early and with overpriced bids.
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Figure 3 shows the interaction protocol used in our approach. It starts with the auctioneer waiting
for bids for a certain amount of time. Once the new bids are collected, they constitute the bid set.
Then, the auctioneer executes the algorithm for the winner determination problem (WDP), and the
winner set is built, containing the bids whose reservation requests have been accepted. During the
WDP algorithm execution, the auctioneer still accepts incoming bids, but they will only be included in
the bid set of the next round. The auctioneer sends a CONFIRMATION message to all bidders that
submitted the bids contained in the winner set, while a REJECTION message is sent to the bidders that
submitted the remaining bids. Then, a new round begins, and the auctioneer collects new incoming
bids for a certain amount of time.
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Notice that the auction must be performed in real time, so both the bid collection and the winner
determination phase must occur within a specific time window. This implies that optimal and complete
algorithms for the WDP are not suitable. Therefore, we used an approximation algorithm with anytime
properties (i.e., the longer the algorithm keeps executing, the better the solution it finds) [27].

We expect our policy based on combinatorial auction (CA) to enforce an inverse relation between
the amounts spent by the bidders and their delay (the increase in travel time due to the presence of the
intersection). That is, the more money a driver is willing to spend for crossing the intersection,
the faster will be its transit through it. For this purpose, we designed a custom, microscopic,
time-and-space-discrete simulator, with simple rules for acceleration and deceleration [27]. The origin
O and destination D of each simulated vehicle are generated randomly. The destination implies the
type of turn that the vehicle will perform at the intersection, as well as the lane it will use to travel.
We created different traffic demands by varying the expected number of vehicles λ that, for every O–D
pair, are spawned in an interval of 60 s, using a Poisson distribution. The bid that a driver is willing to
submit is drawn from a normal distribution with mean 100 cents and variance 25 cents, so the agents
are not homogeneous in the sense that the amount of money that they are offering differs from one
to another.

Figure 4 plots (in logarithmic scale) the relation between travel time and bid value for values of
λ = 20, with error bars denoting 9% confidence intervals. It clearly shows a sensible decrease of the
delay experienced by the drivers that bid from 100 to 150 cents. The delay reduction tends to settle for
drivers that bid more than 1000 cents. Similar results are achieved with lower and higher densities [27].
Notice that even with a theoretically infinite amount of money, a driver cannot experience zero delay
when approaching an intersection, as the travel time is influenced by slower potentially “poorer”
vehicles in front of it. Extensions to our mechanism that address this problem are subject to future work.
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We also analysed the impact that such a policy has on the intersection’s average delay, comparing
it to the FCFS strategy. Figure 5 shows that when traffic demand is low, the performance of the CA
policy and the FCFS is approximately the same but, as demand grows, there is a noticeable increase of
the average delay when the intersection manager applies CA. The reason is that the CA policy aims
at granting a reservation to the driver that values it the most, rather than maximising the number
of granted requests. Thus, a bid b whose value is greater than the sum of n bids that share some
items with b is likely to be selected in the winner set. If so, only one vehicle will be allowed to transit,
while n other vehicles will have to slow down and try again. When extending the CA mechanism to
multiple intersections, we tried to reduce this “social cost” of giving preference to drivers with a high
valuation of time.
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3.1.2. Mechanisms for Multiple Intersections

In the previous section, we analysed the performance of an auction-based policy for the allocation
of reservations in the single intersection scenario. A driver is modelled as a simple agent that selects the
preferred value for the bid that will be submitted to the auctioneer. The decision space of a driver in an
urban road network with multiple intersections is much broader: complex and mutually dependent
decisions must be taken, such as route choice and departure time selection. Therefore, this scenario
opens up new possibilities for intersection managers to affect the behaviour of drivers. For example,
an intersection manager may be interested in influencing the collective route choice performed by the
drivers, using variable message signs, information broadcast, or individual route guidance systems,
so as to evenly distribute the traffic over the network. This problem is called traffic assignment. In the
following, we first evaluate how market-inspired methods can be used within a traffic assignment
strategy for networks of reservation-based intersections (competitive traffic assignment (CTA) strategy).
Then, we combine this traffic assignment strategy with the auction-based control policy into an
integrated mechanism for traffic management of urban road networks (CTA–CA strategy). Finally,
the performance of the different approaches is evaluated.

The complexity of the problem puts limits to coordination approaches based on cooperative
multiagent learning [28]. Therefore, our CTA models each intersection manager as a provider of the
resources (in this case, the reservations of the intersection it manages). Each intersection manager is
free to establish a price for the reservations it provides. On the other side of the market, each driver is
modelled as a buyer of these resources. Provided with the current prices of the reservations, it chooses
the route according to its personal preferences about travel times and monetary costs. Each intersection
manager is modelled so as to compete with all others for the supply of the reservations that are traded.
Therefore, our goal as market designers is making the intersection managers adapt their prices towards
a price vector that accounts for an efficient allocation of the resources.

In CTA, for each incoming link l, an intersection manager defines the following variables:

• Current price pt(l): the price applied by the intersection manager to the reservations sold to the
drivers that come from the incoming link l.

• Total demand dt(l): the total demand of reservations from the incoming link l that the intersection
manager observes at time t, given the current price pt(l), i.e., the number of vehicles that intend to
cross the intersection coming from link l at time t.

• Supply s(l): the reservations supplied by the intersection manager for the incoming link l. It is a
constant and represents the number of vehicles that cross the intersection coming from link l that
the intersection manager is willing to serve.

• Excess demand zt(l): the difference between total demand at time t and supply, i.e., dt(l) − s(l).
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We define the price vector pt as a vector that comprises all prices at time t (i.e., the prices applied
by all intersection manager to each of its controlled links). In particular, we say that a price vector
pt maps the supply with the demand if the excess demand zt(l) is 0 for all links l of the network.
This price vector, which corresponds to the market equilibrium price, can be computed through a
Walrasian auction [29], where each buyer (i.e., driver) communicates to the suppliers (i.e., intersection
managers) the route that it is willing to choose, given the current price vector pt. With this information,
each intersection manager computes the demand dt(l), as well as the excess demand zt(l), for each of
its controlled links. Then, each intersection manager adjusts the prices pt(l) for all the incoming links,
lowering them if there is excess supply (zt(l) < 0) and raising them if there is excess demand (zt(l) > 0).
The new price vector pt+1 is communicated to the drivers that iteratively choose their new desired
route on this basis. Once the equilibrium price is computed, the trading transactions take place and
each driver buys the required reservations at the intersections that lay on its route.

In order to adapt the Walrasian auction to the traffic domain, we implemented a pricing strategy
that aims at reaching the equilibrium price but works on a continuous basis, with drivers that leave
and join the market dynamically, and with transactions that take place continuously. To reach general
equilibrium, each intersection manager applies the following price update rule: at time t, it independently
computes the excess demand zt(l) and updates the price pt(l) as follows:

pt+1(l) = max
[

δ, pt(l) + pt(l)
zt(l)
s(l)

]
where δ is the minimum price that the intersection manager charges for the reservations that it sells.
As drivers that travel through road network links with low demand shall not incur any costs, for the
CTA strategy, we choose δ = 0.

The integrated mechanism for traffic management (CA–CTA) combines the competitive traffic
assignment strategy (CTA) with the auction-based policy (CA). Since the intersection manager is
the supplier of the reservations that are allocated through the combinatorial auction, it may control
the reserve price of the auctioned reservations, that is, the minimum price at which the intersection
manager is willing to sell. At time t, for each link l, CTA–CA simply sets this reserve price to the price
pt(l) computed by the price update rule of the CTA strategy.

The experimental evaluation of the strategies was performed on a hybrid mesoscopic-microscopic
simulator, where traffic flow on road segments was modelled at mesoscopic level, while traffic flow
inside intersections was modelled at microscopic level. Although our work does not depend on the
underlying road network, we chose a topology inspired by the urban road network of the city of
Madrid for our empirical evaluation (see Figure 6). The network is characterised by several freeways
that connect the city centre with the surroundings and a ring road. Each large dark vertex in Figure 6,
if it connects three or more links, is modelled as a reservation-based intersection. In the experiments,
we recreated a typical high-load situation (i.e., the central, worst part of a morning peak), with more
than 11,000 vehicles departing within a time window of 50 min (see [27] for details).
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We aimed at comparing the performance of FCFS, CTA, and CTA–CA. In FCFS, each intersection
manager performs combinatorial auctions (without reserve price) in isolation. In this case, the drivers’
route choice model simply selects the route with minimum expected travel time at free flow, since there
is no notion of price. For the other strategies, we assumed that drivers choose the most preferred route
they can afford. Since the prices of links are changing dynamically, a driver continuously evaluates
the utility of the route it is following and, in the case that a different route becomes more attractive,
it may react and change on-the-fly how to reach its destination, selecting a route different from the
original one.

To assess the social cost incurred by CA–CTA at the global level, we measured the moving average
of the travel time, that is, how the average travel time of the entire population of drivers, computed
over all the O–D pairs, evolves during the simulation. The results, with 95% confidence interval
error bars, are plotted in Figure 7. In the beginning, the average travel time is similar for all the
scenarios, but as the number of drivers that populate the network (i.e., its load) increases, it grows
significantly faster with FCFS than with the CA–CTA policy. In terms of average travel times, CTA is
the best performing policy. CA–CTA has a slightly inferior performance, but it can be shown that it
enforces an inverse relationship between bid value and delay, similar to the results presented in the
previous section [27]. The fact that both CA–CTA and CTA outperform FCFS is an indication that,
in general, a traffic assignment strategy (the “CTA” component of both policies) improves travel time.
In fact, FCFS drivers always select the shortest route, which in some cases is not the best route choice.
Furthermore, granting reservations through an auction (the “CA” component of the CA–CTA policy)
ensures that bid value and delay reduction are correlated.
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3.2. Evacuation Coordination in Smart Building

The objective of an evacuation is to relocate evacuees from hazardous to safe areas while providing
them with safe routes. Present building evacuation approaches are mostly static and preassigned
(e.g., [30]). Frequently, no coordination is available except for predefined evacuation maps. Still, due
to the lack of overall evacuation network information, there might be casualties caused by too slow
an evacuation on hazardous routes. Real-time route guidance systems, which dynamically determine
evacuation routes in inner spaces based on the imminent or ongoing emergency, can help reduce
those risks. Chen and Feng in [31] proposed two heuristic flow control algorithms for a real-time
building evacuation with multiple narrow doors: with no limitation on the number of evacuation
paths and k required evacuation paths, respectively. Filippoupolitis and Gelenbe in [32] proposed
a distributed system for the computation of shortest evacuation routes in real time. The routes are
computed by decision nodes and are communicated to the evacuees located in their vicinity. However,
this approach considers only the physical distance and the hazard present in each link and does not
take into consideration crowd congestion on the routes.

A dynamic, context-sensitive notion of route safety is a key factor for such recommendations,
particularly because herding and stampeding behaviours may occur at potential bottlenecks,
depending on (among other factors) the amount of people who intend to pass through them.
Furthermore, smart devices allow guidance to be personalised, taking into account, for instance,
the specific circumstance of the elderly, disabled persons, or families. In such settings, an adequate
notion of fairness of evacuation route recommendations is of utmost importance to assure the
trustworthiness of the system from the standpoint of its users [33]: the guidance should not only
achieve good overall performance of the evacuation process but must also generate proposals for each
of its users that each of them perceive as efficient. Finally, large groups of people may need to be
evacuated, so scalability plays a key role.

Our proposal concentrates on real-time situation-aware evacuation guidance in smart buildings.
The system aims at assigning efficient evacuation paths to individuals based on their mobility
limitations, initial positions, respecting individual privacy, and other evacuation requirements. In our
approach, a network of smart building agents calculates individual routes in a decentralised fashion.
Complex event processing, semantic technologies, and distributed optimisation techniques are used
to address this problem. In addition, we use the notion of agility to determine robust routes,
in the sense that they are not only fast but also allow finding acceptable alternatives in case of
upcoming contingencies.

We rely on the existence of a rather extensive set of possible evacuation routes, which may be
determined by evacuation experts or through some automated online or offline process. The different
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evacuation routes are stored in an emergency ontology that, together with an ontology describing
the topological structure of the building, specifies the a priori knowledge of our system. In addition,
situational knowledge about the current situation in each moment of the building and of the evacuees is
generated in real time through a network of sensors. This dynamic knowledge is merged with the static
knowledge about the infrastructure. In an emergency situation, semantic inference is used to select the
most appropriate agile evacuation route for each individual in the building. Furthermore, real-time
monitoring allows the system to reroute evacuees in case of contingencies and, thus, to propose
evacuation routes that are adaptive to unpredictable safety drops in the evacuation network.

3.2.1. Distributed Architecture

The objective of the evacuation route guidance architecture (ERGA) is to provide individualised
route guidance to evacuees over an app on their smartphones based on the evacuation information
received from connected smartphones within the building and the building sensor network. However,
even if an evacuee does not have a smartphone available, she could still receive information on relevant
evacuation directions, for example, through LED displays on the walls of a smart building.

ERGA (Figure 8) consists of user agents (UAs) and a network of smart building (SB) agents.
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Figure 8. Situation-aware real-time distributed evacuation route guidance architecture (ERGA). User
agents 1, 2, and m are located in the physical space of smart building (SB) Agent 1 so that they are
given route recommendations by SB Agent 1.

User agents. The user agent is associated with the application on a smartphone of an evacuee.
It manages and stores all the information that is related to a specific evacuee in the building. Here,
we assume that people that enter the building own a smartphone with the evacuation app installed,
or they have been provided with some smartphone-like device that runs the app when they start to
evacuate. The user agent contains three modules: (i) user preferences and constraints, (ii) user situation
awareness module, and (iii) route guidance module.

The user preferences and constraints module allows defining constraints such as disabilities
(e.g., the use of wheelchair or vision impairment), as well as evacuation-related behavioural disorders
(e.g., agoraphobia, social phobia, etc.), while the preferences include the affiliate ties with other users
of the building. The user situation awareness module exploits sensor data (from the smartphone and
building) and reasons about the behaviour and location of the user. The presence of an evacuee,
together with the information derived from the situation awareness module and the individual
preferences and constraints, are passed to the closest SB agent. In order to assure privacy, only certain
basic data about the user’s situation should be forwarded to the SB agent (e.g., location, running
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events). In case of an emergency evacuation, the user interface provides the user with personalised
navigation guidelines for evacuation.

Smart building agents. Situation awareness and decision making are distributed in the network
of SB agents such that each agent is responsible for the semantic reasoning concerning the safety of its
assigned physical space, as well as the evacuation route computation for the evacuees positioned in
its physical space. We assumed that each SB agent has at its disposal the information regarding the
evacuation network’s layout, topology, and safety.

A single SB agent controls only its own physical space. The number and location of SB agents
is defined when the system is installed. Each SB agent has a corresponding region (Voronoi cell)
consisting of all user agents closer to that SB agent than to any other SB agent. Each SB agent contains
a local space situation awareness module that perceives the safety conditions of the physical space it
controls through combining and analysing the events provided by the sensors and individual user
agents located within the smart space it controls. Moreover, each SB agent communicates with its
neighbouring SB agents and with the user agents present within its physical space.

The local space situation awareness module functions in cycles. At the first phase, the local building
sensor data is fused with the data from the locally present user agents. Then, the safety value is
deduced. This data is sent to a blackboard or similar globally shared data structure containing the
overall network safety values and is visible to all agents. When an SB agent detects an emergency
situation, it sends the updated safety value of its physical space to the shared blackboard. This allows,
on the one hand, to monitor the real-time situation of the building and, on the other hand, to trigger
an evacuation process and to execute control actions in such a process. SB agent’s evacuation route
recommender module computes optimised evacuation routes for each locally present user agent by
distributed computation and communication with the rest of the SB agents in a multi-hop fashion.
In this process, the algorithm uses: (i) data regarding the building topology, (ii) general knowledge
about emergency and evacuation scenarios (e.g., facts that people with strong affiliate ties should
always be evacuated together, the appropriateness of certain routes for people with limited mobility,
and the influence of certain events like fire and smoke on the security level), and (iii) the current
physical space situation awareness of the SB agent itself, as well as regarding the evacuees that are
currently in its space and evacuation network’s safety values.

During evacuation, the global safety situation of the building is dynamically updated in real time
and each SB agent recalculates the evacuation routes if necessary.

3.2.2. Situation Awareness

We assumed the existence of data provided by a smart infrastructure, as well as by the users
currently in the building. In particular, we required information for identifying the location of each
user in the building.

There are various technological techniques to localise people in buildings. Measuring the strength
of the signal of several Wi-Fi access points could be used to calculate a person’s location via trilateration.
However, the signal strength is easily affected by the environment (obstacles, users, etc.) making it
very difficult to obtain accurate positions. Another option is using Radio-frequency identification
(RFID) technology, but a lot of expensive readers would need to be installed in the building, and there
are also similar trilateration problems to those for Wi-Fi. In addition, it would require providing an
RFID tag to each person in the building. We opted for using beacons, a recent technology to support
indoor navigation. Beacons are cheap devices that emit Bluetooth signals, which can be read by beacon
readers, in particular, smartphones. Beacons send, among other information, a unique ID that allows
identifying the specific sensor the user is near to, thus providing accurate user location.

Besides user location, other infrastructure sensors provide different measures, such as temperature,
smoke, fire, and so on. In addition, the users’ smartphones built-in sensors provide information that
allows detecting their activity (e.g., if the person carrying the phone is running).
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Sensor events (each piece of information forwarded by or read from a sensor) are processed using
complex event processing (CEP), a software technology to extract the information value from event
streams [34]. CEP analyses continuous streams of incoming events in order to identify the presence
of complex sequences of events (event patterns). Event stream processing systems employ “sliding
windows” and temporal operators to specify temporal relations between the events in the stream.
The core part of CEP is a declarative event processing language (EPL) to express event processing
rules. An event processing rule contains two parts: a condition part describing the requirements for
firing the rule, and an action part that is performed if the condition matches. An event processing
engine analyses the stream of incoming events and executes the matching rules.

UAs exploit sensor data and infer the location and behaviour of their user. For example, data read
from beacons is introduced as events of type beaconEvent(beaconID). Then, the subsequent CEP rule
creates enteringSection and leavingSection events, meaning that the user is entering and leaving a certain
space, respectively. The rule describes the situation that a new beaconEvent b2 has been read in the
phone, where the beacon ID has changed. The symbol “->“ indicates that event b1 occurs before
event b2.

CONDITION:

beaconEvent AS b1 -> beaconEvent AS b2 ∧
b1.id <> b2.id

ACTION:

CREATE enteringSection(userID, b2)

CREATE leavingSection(userID, b1)

enteringSection and leavingSection events, as well as others, like runningEvent (generated by a CEP
rule that checks if the average velocity of the user is higher than 5 km/h for the last 10 s) are forwarded
to the SB agent monitoring the user’s location area.

SB agents receive processed events from the UA in their area. That information, as well as that
obtained from smart building sensors, is incorporated into a stream of events. Again, the event stream
is processed by the CEP engine generating more abstract and relevant situation awareness information.
For instance, a panic event can be inferred if more than 40% of persons in a certain section of the
building emit a running event.

Finally, situation awareness information, in the form of events, is then transformed into a semantic
representation, namely RDF facts. Afterwards, the situation information is ready to be consumed
by semantic inference engines. We used OWL ontologies to represent information semantically
in our system (user preferences, building topology, emergency knowledge, building situation).
Semantic representations provide the means to easily obtain inferred knowledge. For example, if we
define a class DisabledPerson to represent people with at least one disability, then we can infer disabled
people even though they have not been explicitly described as instances of that class. For more
complex reasoning tasks, we use rules on top of our OWL ontologies, which typically add new inferred
knowledge. In particular, we use rules to determine the accessibility of certain sections in the building,
and to select possible evacuation routes.

3.2.3. Personalised Route Recommendation

Our aim is to safely evacuate all the evacuees (or at least as many as possible) within an allotted
upper time limit. This limit is usually given by the authorities in charge of evacuation.

Initially, we rely on the existence of a set of predefined evacuation routes. This set is independent
of user constraints. The set of routes is analysed with the objective of generating personalised efficient
evacuation routes, that is, sets of alternative routes for each particular user, considering the current
situation of the building and user constraints (e.g., wheelchair, blind, kids, etc.). This is carried out in
two steps. First, those routes that are not time-efficient (e.g., their expected evacuation times are not
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within the time limit) are filtered out. Next, using a rule-based system, safe personalised plans for each
user are created. These routes only include traversing sections that are accessible for that particular
user (e.g., avoiding paths through staircases if the person uses a wheelchair). Semantic rules and OWL
reasoning are used in this task. For example, the following Jena (http://jena.apache.org) rule identifies
staircase sections that are not accessible for people in a wheelchair:

(?user:hasDisability:Wheelchair)

(?section rdf:type:Staircase)

->

(?section:notAccessibleFor?user)

The personalised efficient evacuation routes need to be ranked so as to select one route for each person
in the building. We represent the evacuation network by a directed graph G = (N, A), where N is a
set of n nodes representing sections, and A is the set of m arcs a = (i, j), i, j ∈ N and i 6= j, representing
walkways, doors, gateways, and passages connecting sections i and j. Let O ⊆ N and D ⊆ N be a set of
all evacuees’ origins and safe exit destinations, respectively. We modelled the evacuation as a unified
crowd flow, where each individual is seen as a unit element (particle) of that flow and the objective is
to maximise the flow of demands (evacuation requests) with certain constraints. We considered travel
time optimisation with path safety, envy-freeness (fairness), and agile paths.

Route safety. Our objective is to safely evacuate as many evacuees as possible from all origins o
∈ O over the safest and the most efficient evacuation paths to any of the safe exits d ∈ D. Let us assume
that safety status Sa is given for each arc a ∈ A as a function of safety conditions that can be jeopardised
by a hazard. Safety can be calculated from sensor data (e.g., temperature, smoke, etc.), and using
space propagation models and aggregation functions to combine different influences and variables
measured. A thorough description of this field can be found in, for example [35,36]. We normalised it
to the range [0, 1], such that 1 represents perfect conditions while 0 represents conditions impossible
for survival, with a critical level for survival 0 < Scr < 1 depending on the combination of the previously
mentioned parameters.

If each constituent arc a ∈ k of a generic path k has safety Sa∈k ≥ Scr, then path k is considered to
be safe. On the contrary, a path is considered unsafe and its harmful effects may threaten the evacuees’
lives. The proposed evacuation paths should all satisfy safety conditions Sk ≥ Scr. However, when
such a path is not available, a path with the maximal safety should be proposed where the travel time
passed in the safety-jeopardised areas should be minimised. Since safety may vary throughout a path,
here, we introduce a normalised path safety that balances the minimal and average arc safety values:

Sk = |a∈k|

√
∏
a∈k

Sa, ∀k ∈ Po, o ∈ O

where Po is the set of simple paths from origin o ∈ O to an exit.
Fair route recommendation. An adequate notion of fairness of evacuation route recommendations is

important to assure the trustworthiness of the system from the evacuees’ viewpoint [33]: the guidance
should not only achieve good overall performance of the evacuation process but must also generate
evacuation routes for each of the evacuees that each of them perceives as efficient and fair. For example,
if there are two close-by evacuees at some building location, they should be offered the same evacuation
route or, if not possible, then routes with similar safety conditions and evacuation time.

We aim at proposing available safe simple paths with a maximised safety acceptable in terms
of duration in free flow for each evacuation origin. By acceptable in terms of duration in free flow,
we mean the paths whose traversal time in free flow is within an upper bound in respect to the
minimum free flow duration among all the available evacuation paths for that origin.

The concept of envy-free paths was introduced in [37]. Basically, it defines a path allocation to
be α-envy-free if there is no evacuee at origin o′ that envies any other evacuee at origin o for getting

http://jena.apache.org
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assigned the path with a lower duration than the αth power of the path duration assigned to the
evacuee on o′.

Agile routes. When an unpredicted hazard occurs on a part of the evacuation route, it becomes
unsafe and impassable. If, in the computation of an evacuation route, we did not consider this fact and
the related possibility to reroute to other efficient evacuation routes on its intermediate nodes, then,
in case of contingency, rerouting towards safe areas might be impossible, causing imminent fatalities
of evacuees. A similar case may occur if, for example, a high flow of evacuees saturates an evacuation
path and causes panic. Therefore, we prefer routes where each intermediate node has a sufficient
number of dissimilar efficient evacuation paths towards safe exits, if possible, within the maximum
time of evacuation given for a specific emergency case. In that respect, evacuation centrality is defined
in [38] as follows.

Evacuation centrality Cε(i) of node i is a parameter that represents the importance of node i for
evacuation. The value of the evacuation centrality of the node is the number of available, sufficiently
dissimilar, time-efficient evacuation paths from that node i towards safe exits.

Once we find the evacuation centrality measure for each node of the graph, the objective is to find
an evacuation path that maximises the overall value of the intermediate nodes’ centrality measures.
We call every such path agile evacuation path: a path where an evacuee has higher chances to reroute in
case of contingency in any of the intermediate nodes or arcs. Path agility ∆(k) is defined as:

∆(k) = |(i,j)∈k|

√
∏

(i,j)∈k
Cε(j)

Since we are not concerned about the number of arcs in the path, we take the |(i, j) ∈ k|th root
of the Nash product in this formula. We recommend the evacuation paths with the highest agility to
evacuees and recompute this value every time the safety and/or congestion conditions change along
the recommended path.

3.3. Emergency Medical Service Coordination

The domain of medical assistance includes many tasks that require flexible on-demand negotiation,
initiation, coordination, information exchange, and supervision among different involved entities
(e.g., ambulances, emergency centres, hospitals, patients, physicians, etc.). In addition, in the case
of medical urgencies, the need for fast assistance is evident. It is of crucial importance for obtaining
efficient results, improving care, and reducing mortality, especially in the case of severe injuries.
Out-of-hospital assistance in medical urgencies is usually provided by emergency medical assistance
(EMA) services, using vehicles (typically ambulances) of different types to assist patients appearing
at any location in a given area. In such services, the coordination of the available resources is a key
factor in order to assist patients as fast as possible. The main goal here is to improve one of the key
performance indicators: the response time (the time between a patient starting to call an EMA service
centre and the moment medical staff, e.g., an ambulance, arrives at his location and the patient can
receive medical assistance).

One way to reduce response times consists of reducing the part that depends on the logistic aspects
of an EMA service through an effective coordination of the assistance vehicle fleet (for simplicity,
here we assume a fleet of ambulances). In this regard, there are two principal problems EMA
managers are faced with: the assignment or allocation of ambulances to patients and the location and
redeployment of the ambulance fleet. The assignment or allocation problem consists of determining,
at each moment, which ambulance should be sent to assist a given patient. Moreover, the location
and redeployment consist of locating and possibly relocating available ambulances in the region of
influence in a way that new patients can be assisted in the shortest time possible.

Most of recent works for coordinating ambulance fleets for EMA have been dedicated to the
redeployment problem. A lot of work has concentrated on the dynamic location of ambulances,
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where methods are proposed to redeploy ambulances during the operation of a service in order to
take into account the intrinsic dynamism of EMA services (e.g., [39–41]). Most proposals on dynamic
redeployment of ambulances only consider the possibility to relocate ambulances among different,
predefined sites (stations). This requirement is relaxed in the work proposed in [42], where a number
of ambulances can be relocated to any place in the region. Regarding dispatching strategies (the patient
allocation problem), most works use the “nearest available ambulance” rule for assigning ambulances
to patients in a first-came first-served manner. Some works analyse priority dispatching strategies to
account for severity level of patients [42,43].

In our previous work [44], we proposed a system that re-allocates ambulances to patients and
redeploys available ambulances in a dynamic manner in order to reduce the average response times.
Our redeployment approach differs from others in the sense that it does not try to maximise the zones
that are covered in a region, with respect to some time limits. Instead, the approach is based on
geometric optimisation that tends to optimise, in each moment, the positions of all ambulances that
are still available such that the expected arrival time to potential new emergency patients is minimised.
Here, with regard to the allocation of patients to ambulances, we propose a dynamic approach similar
to [45] but, instead of optimising the global travel times of all ambulances, we concentrate only on the
sum of the arrival times of ambulances to the pending emergency patients. This system is summarised
in this section.

We use the following notation to describe the problem and to present our solution. The set
of ambulances of an EMA service is denoted by A = {a1, . . . , an}, where n is the cardinality of A.
Even though most EMA services employ different types of ambulances, for reasons of simplicity, we just
consider a single type. Each ambulance has a position and an operational state which vary during
time. p(ai) and s(ai) denote the current position and the current state of ambulance ai, respectively.
The position refers to a geographical location, and the state can be one of the following:

• assigned: An ambulance that has been assigned to a patient and is moving to the patient’s location.
• occupied: An ambulance that is occupied, either attending a patient “in situ” or transferring

him/her to a hospital.
• idle: An ambulance that has no mission in this moment.

We denote the sets of available, occupied, and idle ambulances at a given moment by AA, AO,
and AI.

Regarding the patients, P = {p1, . . . , pm} denotes the current set of unattended patients in a given
moment (e.g., patients that are waiting for an ambulance), where m is the cardinality of P. Each patient
pj ∈ P has a location (denoted by p(pj)). We assume that patients do not move while they are waiting
for an ambulance, thus p(pj) is constant. Furthermore, once an ambulance has reached a patient’s
location in order to provide assistance, this patient is removed from P.

3.3.1. Dynamic Reassignment

The ambulance allocation problem consists of finding an assignment of (available) ambulances
to the emergency patients that have to be attended to. In current EMA services, mostly a priority
dispatching strategy is used, where patients are assigned in a sequential order of appearance and
patients with a higher severity level are assigned first. In each case, usually the nearest idle ambulance
ai ∈ AI is assigned. This can be seen as a first-call first-served (FCFS) rule, where patients with the
same security level that called first are also assigned first to an ambulance. After an ambulance has
been assigned to a patient, this assignment is usually fixed.

The FCFS approach is not always optimal from a global perspective. First, if more than one
patient has to be attended, it is not optimal in the sense that is does not minimise the response times to
all patients. Furthermore, the dynamic nature of an EMA system implies that a given assignment of
ambulances to patients at one point in time might not be optimal at a later point, for example, if new
patients appear or if an ambulance that was occupied before is becoming available again.
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In order to reduce the average arrival time in the dynamic environment of an EMA service,
the assignments of ambulances to patients could be optimised globally and the assignments should
be recalculated whenever relevant events take place and a better solution may exist. Based on this
idea, we propose a dynamic assignment mechanism of ambulances to patients, which optimises the
assignments at a given point in time and recalculates optimal assignments when the situation changes.

Given a set of patients to be attended P and a set of ambulances that are not occupied AA ∪ AI at
a specific moment, the optimal assignment of ambulances to patients is a one-to-one relation between
the sets AA ∪ AI and P, that is, a set of pairs AS = {<ak,pl>,<as,pq>, . . . } such that the ambulances and
the patients are all distinct, and that fulfils the following conditions:

• The maximum possible number of patients is assigned to ambulances, that is:

∀pj ∈ P: ∃<ai,pj > ∈ AS if n ≥ m and ∀ai ∈ AA ∪ AI: ∃<ai,pj> ∈ AS if n < m

• The total expected travel time of the ambulances to their assigned patients:

∑
<ai ,pj>∈AS

ETT(p(ai), p
(

pj
)
) is minimised

ETT(x,y) denotes the expected travel time for the fastest route from one geographical location x to
another location y.

Calculating such an optimal assignment is a well-known problem which can be solved in cubic
time, such as with the Hungarian method [46] or with Bertsekas’ auction algorithm [47]. We propose
to use the second approach because it has a naturally decentralised character and can be optimised in
settings, as the one analysed here.

An optimal assignment AS at a moment t, due to the dynamic nature of an EMA service,
might become suboptimal at a time t’ (t’ > t). The following cases need to be considered:

1. One or more new patients require assistance: in this case, the set of patients that have to be
attended changes and the current assignment AS may not be optimal any more.

2. Some ambulances that have been occupied at time t have finished their mission and are idle at
time t’. These ambulances could eventually improve the current assignment.

Based on this analysis, we propose a dynamic system based on an event-driven architecture
that recalculates the global assignment whenever one of the following events occur: newPatient(pj)
(a new patient has entered the set P) or ambFinishedEvent(ai) (an ambulance that was occupied before
is becoming idle again). In the recalculation of an existing assignment, ambulances that have been
already dispatched to a patient, but did not reach the patient yet, may be deassigned from their patients
or might be reassigned to other patients. This approach assures that the assignment AS is optimal,
with regard to the average travel time to the existing patients, at any point in time.

3.3.2. Dynamic Redeployment

The second part of the proposed coordination approach for emergency medical services (EMS)
consists of locating and redeploying ambulances in an appropriate manner. Here, the objective
is to place ambulances in such a way that the expected travel time to future emergency patients
is minimised.

We addressed this problem by using Voronoi tessellations [48]. A Voronoi tessellation (or Voronoi
diagram) is a partition of a space into a number of regions based on a set of generation points such
that for each generation point there will be a corresponding region. Each region consists of the points
in the space that are closer to the corresponding generation point than to any other. Formally, let Ω
∈ R2 denote a bounded, two-dimensional space and let S = {s1, . . . , sg} denote a set of generation
points in Ω. For simplicity, let Ω be a discrete space. The Voronoi region Vi corresponding to point si is
defined by:

Vi = {y ∈ Ω:|y − si| < |y − sj| for j = 1, . . . , k and j 6= i}
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where |·| denotes the Euclidean norm. The set V(S) = {V1, . . . , Vk} with ∪k
i=1Vi = Ω is called a

Voronoi tessellation of S in Ω. A particular type of tessellation is centroidal Voronoi tessellation (CVT).
A centroidal Voronoi tessellation is one where each generation point si is located in the mass centroid
of its Voronoi region with respect to some positive density function ρ on Ω. A CVT is a necessary
condition for minimising the cost function and, thus, provides a local minimum for the following
cost function:

F(S) = ∑
Vi∈V(S)

∑
y∈Vi

ρ(y)|y− si|2 (1)

A common approach to calculate CVTs and, thus, to minimise (1) is the algorithm proposed
by Lloyd [49]. The algorithm is an iterative gradient descent method that finds a set of points S
that minimises F(S) in each iteration and converges to a local optimum. Lloyd’s algorithm can be
summarised in the following steps:

1. Select an initial set S of k sites in Ω.
2. Calculate the Voronoi regions Vi for all generation points si ∈ S.
3. Compute the mass centroid of each region Vi with respect to the density function q.

These centroids compose the new set of points S.
4. If some termination criteria are fulfilled, finish; otherwise return to Step 2.

Lloyd’s algorithm is not assured to find a global minimum, but it finds solutions of reasonable
quality very fast—after a few iterations. Therefore, we applied Lloyd’s algorithm to find suboptimal
positions of ambulances. The application is straightforward: Ω represents the region of interest, and the
set of generation points S represents the set of all idle ambulances and their positions. Each Voronoi
region Vi corresponds to the area that is covered by ambulance si (e.g., the area for which si is
the closest ambulance in case any patient requires help). Furthermore, as the density function ρ,
we use an estimation of the probability distribution of the appearance of a patient in any point in the
region of interest. In particular, to define ρ, we divide the region of interest in a set of equally sized
cells C = {c1, . . . , cu}, where u is the cardinality of C. That means we discretise the region Ω into u
points, each of which represents the centre of one of the cells ci. Then, we estimate, for each cell ci,
the conditional probability pci that a new emergency patient will appear in this cell. With this setting,
Lloyd’s algorithm finds a distribution of ambulances that minimises (1). In particular, in our case,
this is a reasonable approximation for minimising the expected distance and, thus, the arrival time,
to future emergency patients.

The probabilities pci can be obtained by tracking historical data on emergency cases. Furthermore,
it is possible to model different situations (like seasons, day of the week, time interval, etc.) through
different probability distributions.

In the application of Lloyd’s algorithm, at a given point in time, we used the positions of all
idle ambulances as the set of initial generation points S. We applied a fixed number of iterations
(in the experiments we used 50) and the resulting set S represents the “recommended” distribution
of ambulances at this particular moment. The new positions are sent to the ambulances, and the
ambulances are situated such that they can move towards that positions. Because of road and parking
conditions, the obtained positions are considered as indications of an area. That is, once given such an
area, the ambulance driver will decide which is the most appropriate waiting location in that area.

We used the Euclidean norm as a distance measure to generate the Voronoi regions for the
ambulances. While in a real traffic scenario, as is our case, the Euclidean distance is a rather imprecise
approximation of real distances on the road network, from a global perspective, and assuming a rather
homogeneous connection between different points of the region of interest (as is usually the case in
many urban areas), the Euclidean norm seems to work reasonably well for our purposes. Furthermore,
using “road-network distances” when calculating the Voronoi regions is a rather complicated task that
would increase the computation complexity considerably.
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Similar to the ambulance assignment problem, the dynamic nature of an EMA service implies
that the optimal positions of the idle ambulances will change when changes in the environment occur.
In order to cope with such changes, the ambulance positions are recalculated dynamically whenever
any of the following events occur:

• An ambulance that was assigned to a patient has been deassigned.
• An ambulance has finished a patient assistance mission and has changed its state from occupied

to idle.
• An ambulance that was idle has been requested to assist a patient. It changes its state from idle

to assigned.
• The situation that determines the underlying probability distribution changes (e.g., a distribution

for a new time interval, day of the week, or season should be used).

3.3.3. Experimental Results

We tested the effectiveness of the dynamic reassignment and redeployment approaches in different
experiments simulating the operation of SUMMA112, the EMA service provider organisation in the
Autonomous Region of Madrid in Spain. We used a simulation tool that allows for a semi-realistic
simulation of intervals of times of the normal operation of an EMA service. The tool reproduces the
whole process of attending emergency patients, beginning with their appearance and communication
with the emergency centre, the schedule of an ambulance, the “in situ” attendance, and, finally,
the transfer of the patients to hospitals. The simulator operates in a synchronised manner based
on a stepwise execution, with a step frequency of 5 s. That is, every 5 s, the activities of all agents
are reproduced, leading to a new global state of the system. In the simulations, we are mainly
interested in analysing the movements of ambulances and the subsequent arrival times to the patients.
The movements are simulated using an external route service to reproduce semi-realistic movements
on the actual road network with a velocity adapted to the type of road. External factors, like traffic
conditions or others, are ignored. The duration of the phone call between a patient and the emergency
centre and the attendance time “in situ” is set to 2 and 15 min, respectively. As the area of consideration,
we used a rectangle of 125 × 133 km that covers the whole region of Madrid. For calculating the
probability distribution of upcoming patients, we divided the region into cells of size 1300 × 1300 m.
A different probability distribution is estimated for each day of the week and each hour from statistical
data (patient data from the whole year of 2009). We used 29 hospitals (all located at their real
positions) and 29 ambulances with advanced life support (as it was used by SUMMA112 in 2009)
and we simulated the operation of the service for 10 different days (24 h periods) with patient data
from 2009 (1609 patients in total). The days were chosen to have a representation of high, medium,
and low workloads. We only accounted for so-called level 0 patients, (e.g., patients with a live
threatening situation).

We compared two approaches:

• SUMMA112: The classical approach (used by SUMMA112). Patients are assigned to the closest
ambulances using a fixed FCFS strategy. Furthermore, ambulances are positioned on fixed stations
(at the hospitals), waiting for missions. After finishing any mission, the ambulances return to
their station.

• DRARD: In this case, the dynamic reassignment and redeployment methods are employed.
With regard to dynamic re-employment, idle ambulances only move to a new recommended
position if it is further away than 500 m. This is to avoid short, continuous movements.

Table 1 presents the average arrival times (in minutes) obtained with the two models in simulations
for the 10 selected days. As the results show, the use of the DRARD approach provides a considerable
improvement (between around 10% and 20%). If we look at all 1609 patients, the average times are
11:45 and 9:54 min, respectively, which implies an improvement of 15.8%.
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Table 1. Average arrival times in minutes for 10 different days.

Day/#Patients 1/221 2/152 3/199 4/124 5/137

SUMMA 11:42 11:52 11:03 11:23 11:50
DRARD 9:46 9:50 9:29 9:39 10:09

Improvement % 16.6 15.7 12.8 9.3 14.0

Day/#Patients 6/175 7/96 8/160 9/144 10/201

SUMMA 12:30 12:51 12:42 10:11 11:49
DRARD 10.51 9:48 10:05 9:05 10:08

Improvement % 13.1 23.7 20.7 10.8 14.3

In Figure 9 we present the results of the distribution of arrival times for the different approaches
for all 1609 patients of the 10 selected days. The patients in each curve are ordered by increasing
arrival time. A clear difference can be observed between the DRARD method, with respect to the
current operation model of SUMMA112. The results are clearly better for almost all arrival time ranges.
Furthermore, the most important improvements can be observed in the range of higher times. This is
a very positive effect because it assures that more patients can be attended to within given response
time objectives. For example, out of the 1609 patients, 1163 (72.3%) are reached within 14 min with the
SUMMA model, whereas this number increases to 1356 patients (84.3%) with DRARD.
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As shown in the results, the proposed dynamic reassignment and redeployment methods clearly
improve the efficiency of an EMA service in terms of reducing response time. However, the approaches,
particularly dynamic redeployment, introduce an extra cost. Since the mechanism is based on an
almost continuous repositioning of idle ambulances, the travel distances of the ambulances increase.
Considering the 10 days, the average distance each ambulance has to cover each day in the SUMMA
model is 95.48 km, whereas it is 299.97 km for the DRARD approach. That is, ambulances have to
travel about three times the distance because of frequent location changes. It is a political decision
whether this extra effort is acceptable in order to improve the quality of service. In any case, compared
to augmenting the number of ambulances in order to reduce response times, the DRARD approach
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appears to be a less costly alternative. In this sense, we have executed the DRARD method. Further,
fewer ambulances achieve roughly the same average arrival time as that obtained in the SUMMA
model. That is, with 29 ambulances in the SUMMA model, the same average arrival time can be
obtained with 21 ambulances in the DRARD approach.

3.4. Distributed Coordination of Emergency Medical Service for Angioplasty Patients

Based on the World Health Organization data, ischemic heart disease (IHD) is the single most
frequent cause of death, killing 8.76 million people in 2015, and one of the leading causes of death
globally in the last 15 years [50]. It is a disease characterised by ischaemia (reduced blood supply) of the
heart muscle, usually due to coronary artery disease. At any stage of coronary artery disease, the acute
rupture of an atheromatous plaque may lead to an acute myocardial infarction (AMI), also called
a heart attack. AMI can be classified into acute myocardial infarction with ST-segment elevations
(STEMI) and without ST elevation (NSTEMI). Effective and rapid coronary reperfusion is the most
important goal in the treatment of patients with STEMI.

One of the reperfusion methods is angioplasty or primary percutaneous coronary intervention
(PCI). It is the preferred treatment when feasible and when performed within 90 min after the first
medical contact [51,52]. Due to insufficient EMS coordination and organisational issues, elevated
patient delay time—defined as the period from the onset of STEMI symptoms to the provision of
reperfusion therapy—remains a major reason why angioplasty has not become the definitive treatment
in many hospitals.

Conventional EMS procedure in assisting AMI emergencies is the following. Patients are
diagnosed in the place where they suffer chest pain: at their momentary out-of-hospital location
or at a health centre without angioplasty. In both cases, the emergency coordination centre (ECC)
applies first-come first-served (FCFS) strategy and locates the nearest available (idle) ambulance with
advanced life support (ALS) and dispatches it to pick up the patient. After the ambulance arrives
to the scene and diagnoses AMI by an electrocardiogram, the ambulance confirms the diagnosis
to the ECC, which has real-time information of the states of ambulances. The ECC applies FCFS
strategy for hospital and cardiology team assignment by locating the nearest available hospital with a
catheterisation laboratory and alerting the closest hospital cardiology team of the same hospital.

The improvements of the EMS coordination in the literature were achieved both by
novel fleet real-time optimisation and communication methods, using new multiagent models
(see, e.g., [44,52–55]). Despite an exhaustive quantity of work on the optimisation of EMA, to the
best of our knowledge, there is little work on optimisation models for the coordination of EMS when
the arrival of multiple EMS actors needs to be coordinated for the beginning of the patients’ treatment.
This is the case with STEMI patients assigned for angioplasty treatment where, in the case of multiple
angioplasty patients, the FCFS strategy discriminates the patients appearing later.

EMA coordination for STEMI patients includes the assignment of three groups of actors:
assignment of idle ambulances to patients, assignment of catheterisation laboratories in available
hospitals to patients receiving assistance in situ, and assignment of available cardiology teams
to hospitals for the angioplasty procedure performance. All of the three assignments need to be
combined in a region of interest such that the shortest arrival times are guaranteed to all patients
awaiting angioplasty at the same time. In continuation, we present the solution approach from [52],
which presents a coordination model for EMS participants for the assistance of angioplasty patients.
The proposed approach is also applicable to emergency patients of any pathology needing prehospital
acute medical care and urgent hospital treatment.

We concentrated on the minimisation of the patient delay, defined as the time passed from the
moment the patient contacts the medical ECC to the moment the patient starts reperfusion therapy
in the hospital. The patient delay defined in this way is made of the following parts, and is shown
in Figure 10:
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T1 Emergency call response and decision making for the assignment of EMS resources;
T2 Mobilisation of an idle ambulance and its transit from its current position to the patient;
T3 Patient assistance in situ by ambulance staff;
T4 Patient transport in the ambulance to assigned hospital;
T5 Cardiology team transport from its momentary out-of-hospital position to the hospital;
T6 Expected waiting time due to previous patients in the catheterisation laboratory (if any).
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The optimal patient delay time for a single patient is the lowest among the highest values of the
following three times for all available ambulances and angioplasty-enabled hospitals (Figure 10):

• The expected patient delay time to hospital (the sum of times T2, T3, and T4, in continuation
represented by parameters t(a,p), t(p), and t(p,h), respectively);

• The expected minimal arrival time among cardiology teams to the same hospital (T5), represented
by minc∈Cav t(c,h);

• The expected shortest waiting time until hospital h gets free for patient p, min ρh,p (T6).

For simplicity, we let tphp = maxh∈Hav (t(p,h), min ρh,p) for all patients p ∈ P. Then, from the global
point of view, considering all pending out-of-hospital patients, the problem transforms into:

min∆tP = ∑
p∈P

∆tP = ∑
p∈P

t(a, p) + ∑
p∈P

t(p) + ∑
p∈P

(
maxh∈Hav

(
tphp, minc∈Cav t(c, h)

))
(2)

subject to
∆tp ≤ tmax

p , ∀p ∈ P. (3)

The overall patient delay time ∆tP in Figure 10 is an additive function. Since the minimum
arrival times cannot always be guaranteed for all patients due to the limited number of EMS resources,
a sum of the EMA tasks’ durations should be minimised for each patient individually and for the
system globally considering individual constraints. This gives an underlying linear programming
structure to the EMS coordination problem. Therefore, it is possible to guarantee optimal outcomes
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even when the optimisation is performed separately on individual sum components (i.e., when
ambulance assignments are negotiated separately from the hospital and cardiology team assignment,
e.g., [56,57]). This fact significantly facilitates the multiagent system’s distribution and enables a
multilevel optimisation. Hence, we decomposed optimisation Problems (1)–(2) as follows. On the first
level, we assign ambulances to patients such that the expected arrival time of ambulances to patients
t(a,p) is minimised. Note that since t(p) in (1) is a constant for every patient p, depending only on the
patient’s pathology and not on the assigned ambulance, we can exclude it from the optimisation.

Then, on the second optimisation level, we approached the second part of (1)

∑p∈P

(
maxh∈Hav

(
tphp, minc∈Cav t(c, h)

))
, which is an NP-hard combinatorial problem. However,

by approximating (1) with a sequence of problems where we first decide on the assignment of
hospitals to pending patients and then assign cardiologists to patients already assigned to hospitals,
we obtain two linear programs to which we can apply tractable optimal solution approaches, such as
the auction algorithm [47]. By decomposing (1), as can be seen in Figure 11, and allowing for
reassignment of resources based on the adaptation to contingencies in real time, we obtain a flexible
EMS coordination solution.
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elevation acute myocardial infarction (STEMI) patients awaiting angioplasty.

In the following, we propose a change in the centralised hierarchy-oriented organisational
structure to a patient-oriented distributed organisational structure of EMS that increases the flexibility,
scalability, and the responsiveness of the EMS system. The proposed decision-support system is based
on the integration and coordination of all the phases EMS participants go through in the process of
emergency medical assistance (EMA). The model takes into consideration the positions of ambulances,
patients, hospitals, and cardiology teams for real-time assignment of patients to the EMS resources.

3.4.1. EMA for Angioplasty Patients

The emergency medical system for the assistance of patients with STEMI is made of the following
participants: patients, hospitals with angioplasty facilities, medical emergency coordination centre
(ECC), ambulance staff, and cardiology teams, each one being a compound of a cardiologist and one or
more nurses.

Usually, each hospital with angioplasty has assigned to it its own cardiology team(s) positioned at
alert outside the hospital and obliged to come to the hospital in the case of emergency. This is because
the cardiology teams’ costs make a large portion of the overall costs in surgical services [55].



Appl. Sci. 2018, 8, 816 27 of 38

The objective of the proposed system is the reduction of patient delay times by distributed
real-time optimisation of decision-making processes. In more detail, we modelled patient delay time,
and present a three-level problem decomposition for the minimisation of combined arrival times of
multiple EMS actors necessary for angioplasty. For the three decomposition levels, we propose a
distributed EMS coordination approach and modify the auction algorithm proposed by Bertsekas
in [47] for the specific case. The latter is a distributed relaxation method that finds an optimal solution
to the assignment problem.

On the first level, agents representing ambulances find, in a distributed way, the patient
assignment that minimises arrival times of available ambulances to patients. After the treatment
in situ, on the second optimisation level, ambulances carrying patients are assigned to available
hospitals. On the third level, arrival times of cardiology teams to hospitals are coordinated with the
arrival times of patients. The proposed approach is based on a global view, not concentrating only on
minimising single patient delay time but obtaining the EMS system’s best solution with respect to the
(temporal and spatial) distribution of patients in a region of interest.

3.4.2. Simulation Experiments

In this section, we describe settings, experiments, and results of the simulated emergency scenarios
that demonstrate the efficiency of the coordination procedure and a significant reduction in the average
patient delay. We tested the proposed approach for the coordination of EMS resources in angioplasty
patients’ assistance, focusing on the average patient delay time in the case of multiple pending patients.
We compared the performance of our approach with the FCFS method, since it is applied by most of
the medical emergency-coordination centres worldwide.

To demonstrate the scalability of our solution and its potential application to small, medium,
and large cities and regions, in the experiments, we varied the number of EMA ambulances from
5 to 100 (with increments of 5) and the number of angioplasty-capable hospitals from 2 to 50
(with increments of 2). The number of cardiology teams |C| in each experiment equals the number
of hospitals |H|. Thus, the number of setup configurations used, combining different numbers of
ambulances and hospitals with cardiology teams, sums up to 500.

For each configuration, we performed the simulation on three different instances of random EMS
participants’ positions, since we wanted to simulate a sufficiently general setting applicable to any
urban area that does not represent any region in particular. The EMS participants were distributed
across the environment, whose dimensions are 50 × 50 km. In each instance, we modelled hospital
positions and the initial positions of ambulances, out-of-hospital cardiology teams, and patients
based on a continuous uniform distribution. Therefore, each configuration can be considered as a
unique virtual city with its EMS system. Assuming that the EMS system is placed in a highly dense
urban area, this kind of modelling of the positions of EMS participants represents a general enough
real case, since the election of the hospital positions in urban areas is usually the result of a series
of decisions developing over time with certain stochasticity, influenced by multiple political and
demographical factors.

In the simulations, ambulances were initially assigned to the base stations in the hospitals of
the region of interest. Additionally, we assumed that after transferring a patient to the hospital,
an ambulance is redirected to the base station, where it waits for the next patient assignment.
Furthermore, we assumed that the hospitals have at their disposal a sufficient number of catheterisation
laboratories, so that the only optimisation factor from the hospital point of view is the number of
available cardiology teams. If there were more patients with the same urgency already assigned and
waiting for treatment in the same hospital, they were put in a queue.

The simulation of each instance was run over a temporal horizon, in which new patients are
generated based on a certain appearance frequency. The EMS resources were dynamically coordinated
from the appearance of a patient until the time s/he is assisted in hospital by a cardiology team.
Each instance simulation was run over a total of 300 patients, whose appearance was distributed
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equally along the overall time horizon based on the following two predetermined frequency scenarios:
low (1 new patient every 10 time periods) and high (1 new patient every 2 time periods).

The period between two consecutive executions of the EMS coordination algorithm is considered
here as the minimum time interval in which the assignment decisions are made; usually, this ranges
from 1 to 15 min. In each period, the actual state of EMS resources and pending patients is detected,
and the EMS coordination is performed such that the EMS resources are (re)assigned for all patients.
To achieve an efficient dynamic reassignment of ambulances, the execution of the EMS coordination
algorithm is furthermore performed with every new significant event (i.e., any time there is a significant
change in the system due to new patients) or with a significant change in travel time or state of any of
the EMS participants.

In the experiments, we tested the performance of the proposed EMS coordination method with
respect to the FCFS benchmark approach. The comparison is based on the relative performance
function P = (tFCFS − tOR)/tFCFS × 100 (%), where tFCFS and tOR are average patient delay times of the
benchmark FCFS approach and the proposed model, respectively.

The simulation results of performance function P for the two simulated cases of patient
frequency appearance of 1 and 5 new patients every 10 time periods are presented in the following.
The performance of the proposed approach increases as the number of angioplasty-enabled hospitals
increases from almost identical average patient delay in the configuration setup with 2 hospitals up
to 87.14% with 50 hospitals, as can be seen in Figure 12. Observing the performance dynamics with
respect to the varying number of hospitals, it is evident that the performance of the proposed EMS
coordination method increases, on average, proportionally to the increase of the number of hospitals.

With a relatively low number of angioplasty-enabled hospitals (less than 15), our proposed EMS
coordination approach performs, on average, better than FCFS by up to 15%. As the number of
hospitals increases, the performance improves, on average, up to a maximum of 39.98% for the first
case (Figure 13) and up to 87.14%, for the second case (Figure 12). However, mean patient delay
improvement for the two cases is 35% and 45.5%, respectively.
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The static assignment of the FCFS principle discriminates against patients appearing later.
Since ambulances are not equally distributed in the area, the proposed EMS coordination method
compensates for the lack of EMS resources and their unequal distribution by reassigning them
dynamically to pending patients. Dynamically optimised reassignment of EMS resources in real
time is the main key to the improvement of the system’s performance.

Thus, proportional to the increase of the number of hospitals, there is a constant improvement of
performance. Even though the velocity of the EMS actors is not a relevant factor in the comparison
of the performance of our proposed EMS coordination solution nor of the FCFS method, looking
individually at the performance of each one of these methods, it is evident that the assignment cost
accumulated through the time will be lower when the velocity of the EMS actors is higher.

Our simulation results show the efficiency of the proposed solution approach, resulting in
significantly lower delay times for angioplasty, on average. Of course, the effectiveness of the proposed
model depends on the initial classification of patients, and the related determination of the urgency of
their cases, as well as on the timely availability of cardiology teams and hospitals. Still, as the current
experience shows, good quality patient assessments and the EMS resource availabilities can be assured
in practice.

To implement our approach in practice, a patient’s location needs to be known to the system.
Ideally, patients should contact the ECC through a mobile phone with GPS for easier location.
In addition, ambulances should have a GPS and a navigator for localising the patient and navigating
the way to him/her, as well as a means of communication with the rest of the EMS participants, and a
digitalised map showing ambulances, patients, and hospitals.

Moreover, hospitals should have a digitalised receptionist service to receive and process relevant
data of a patient before his/her arrival. None of these requirements go significantly beyond the current
state of affairs in major cities (such as Madrid). Moreover, there are intrinsic uncertainties present in
the EMS coordination. In our experiments, we assumed that travel times can be accurately forecasted,
which, of course, is an important factor for the performance of the proposed system. In reality, this may
not always be the case, as real-world traffic conditions are notoriously hard to predict. However, there
is abundant literature on traffic-aware vehicle route guidance systems tackling this problem, and we
believe that such systems can be easily integrated into our approach. Still, an effective proof of this
conjecture is left to future work.

3.5. Coordination of Transportation Fleets of Autonomous Drivers

A similar problem to the emergency medical service coordination consists of coordinating fleets
for transportation in an urban area (e.g., messaging services or taxi fleets). However, in contrast to
medical emergency services, here the objective is not only focused on response time, but also on cost
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efficiency. Furthermore, a primary characteristic of such systems, at least with the boom of collaborative
economy, is that such types of fleets may be open [58] in the sense that private persons may participate
in the fleet as autonomous workers, with their own vehicle and at different time intervals. With regard
to the coordination of such fleets, the autonomy of the drivers is a crucial characteristic. It implies
that the drivers get their income on a per-service basis instead of a monthly salary. This means that,
besides accepting a set of basic rules, drivers are more concerned with the actual service they have
been assigned from the system and may have more freedom to accept or decline assignment decisions.

Maciejewski et al. [59] presented a real-time dispatching strategy based on solving the optimal
taxi assignment among idle taxis and pending requests at certain intervals or whenever new events
(new customer/available taxi) take place. Zhu and Prabhakar [60] analysed how suboptimal individual
decisions lead to global inefficiencies. While most existing approaches try to minimise the average
waiting time of customers, other works have a different focus. BAMOTR [61] provided a mechanism
for fair assignment of drivers, that is, to minimise the differences in income among the taxi drivers.
For that, they minimised a combination of taxi income and extra waiting time. Gao et al. [62] proposed
an optimal multi-taxi dispatching method with a utility function that combines the total net profits of
taxis and waiting time of passengers. Meghjani, and Marczuk [63] proposed a hybrid path search for
fast, efficient, and reliable assignment to minimise the total travel cost with a limited knowledge of the
network. In contrast to the previous works, the main characteristic of our approach is the possibility
of modifying the assignment when a taxi has been dispatched but has not yet picked up a customer.
In this sense, we followed a similar approach to the emergency medical service coordination presented
in Section 3.3. One of the few other works in this line is [64], which presented an adaptive scheduling,
where reassignment is possible during a time interval until a pick-up order is sent to the taxi and
customer. In our case, we do not restrict reassignment to a specific interval. Furthermore, we propose
a method that economically compensates the negatively affected taxis in the new schedule such that
they do not have a loss in their income.

We considered a system that uses some mediator in charge of matching the transportation requests
with vehicles of the fleet. On one hand, customers contact the mediator via some telematic means,
requesting a transportation service. On the other hand, drivers subscribe to the system, offering their
services during specific time intervals where they are available.

We assumed a payment structure for transportation services where clients pay a fixed price plus a
fare per distance, as described in the following:

• From the client side, the price of a transportation service s is determined by the distance of the
requested service plus a fixed cost:

Price(s) = fcost + fare·d(s),

where d(s) denotes the distance from the service origin to its destination, fcost is a fixed cost, fare is
a rate a client has to pay per distance unit.

• From the driver or vehicle side, for a driver v, the earnings depend on the price the client pays
minus the cost of the vehicle for travelling the distance from the current position of v towards the
position po(s) and later to the destination d(s):

Earn(v,s) = Price(s) − vcost·(d(v,s) + d(s))

where d(v,s) denotes the distance from the current position of the vehicle in the moment of
assigning a service s to the origin point of that service, and vcost is the actual cost rate of moving
the vehicle on a per distance basis. vcost will implicitly include petrol, maintenance, depreciation
of the vehicle, etc.

For simplicity, here we assumed that fcost, fare, and vcost are the same for all services and vehicles,
that is, in the price structure we do not distinguish between different vehicle costs nor between
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different requests. If the use of different cost factors is important, the proposed model could be adapted
accordingly. Furthermore, part or all of the amount of fcost could be retained by the mediator service
as income. In this case, the earnings of the driver would be reduced by this amount.

Like in the emergency medical case, a typical approach for assigning services to vehicles in such a
system is the first-call/first-served (FCFS) rule, where each incoming request is assigned to the closest
available driver in that moment and no reassignments are done. As shown in [59], if there are more
unassigned requests than available vehicles, it is better to assign vehicles to service requests. We call
this strategy nearest-vehicle/nearest-request (NVNR).

Dynamic assignment strategies can improve the overall efficiency of a fleet. We assumed that
drivers, once they are available, are obliged to accept a transportation service assigned to them.
However, in contrast to the emergency medical scenario presented in the previous section, drivers do
not have to accept changes in the assignments. That means they are free to accept or to decline
proposed reassignments from the system, considering their own objectives and benefit. So, the
dynamic reassignment approach, as proposed in Section 3.3.1, cannot be applied directly, as a driver
would not be willing to accept a reassignment that reduces his/her net income. In order to still
take advantage of cost reduction through reassignment, we developed an incentive schema so as to
convince drivers to accept reassignments that are economically efficient from the global perspective of
the system. The approach is detailed in the next subsection.

3.5.1. Dynamic Reassignment with Compensations

The idea of coordinating the assignments of transportation tasks to (autonomous) drivers is
similar to the one proposed in Section 3.3.1: we want to reduce globally the total travel distance
(and proportionally time) towards the origin points of the requested services. However, due to the
rules of the system, a driver will usually not accept a “worse” task than the one he is already assigned
to. We assumed drivers to be economically rational, that is, they want to maximise their net income
and minimise the time spent on their trips. In particular, we made the following assumptions:

• A driver would always prefer a task with the same net income but that requires less time (e.g., less
travel distance).

• A driver would always accept extra distance d if he would get extra net earnings of d·(fare − vcost).
This is actually the current rate a driver earns when accomplishing a service and, thus, he would
always be willing to provide his service for this rate.

Let us consider that a driver v is currently assigned to a service sk and the mediator wants the
driver to do other services sj instead of sk. Furthermore, let td(v,s) = d(sk) + d(v,sk) denote the total
distance driver v has to accomplish in order to provide service s. In order to convince the driver,
we define a compensation c that is applied if a driver accepts the reassignment. This compensation is
calculated as follows:

Case 1: If td(v,sk) < td(v,sj): c = [Earn(v,sk) + (td(v,sj) − td(v,sk))·(fare − vcost)] − Earn(v,sj)

In this case, the effective income of the driver when accepting the reassignment and receiving the
compensation c would be Earn(v,sk) + (td(v,sj) − td(v,sk))·(fare − vcost). That is, the driver receives the
same income as before, plus the normal fare for the extra distance.

Case 2: If td(v,sk) ≥ td(v,sj): c = Earn(v,sk) − Earn(v,sj)

In this case, the effective new income of the driver with the compensation is Earn(v,sk). Thus, the
driver would have the same earnings as before, but for less distance (and less time).

It is clear that, with the assumptions mentioned above, an economically rational driver would
accept any reassignment with the defined compensations.

It should be noted that compensations may be positive or negative (e.g., a driver may get
extra money for accepting a new service or s/he may have to pay some amount to the mediator).
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For instance, if a driver is offered a reassignment from a service sk to another service sj with d(sk) = d(sj)
and d(v,sk) > d(v,sj) (Case 2), the situation is a priori positive for the driver. S/he would have less
distance to the starting point of the transportation service request but would earn the same money
for the service itself. Thus, his net income would be higher. In this case, the compensation would be
negative, with the amount c = vcost(d(v,sj) − d(v,sk)). That is, the driver would have to pay the cost of
the difference in distances towards sj with respect to the previous service sk.

The idea of the mediator is to dynamically find global reassignments with compensations,
such that the overall outcome of the mediator is zero or positive, for example, there would be no
extra mediation cost. Given an existing assignment Ac at a given time, the algorithm we propose for
calculating a new assignment An with compensations is summarised as follows:

1. Assign all pending transportation requests to vehicles using the NVNS rule and add the
assignments to Ac

2. Calculate an optimal assignment An between all vehicles and requests assigned in Ac

3. Calculate the overall compensation Co to be paid/received to/from drivers for the change from
Ac to An

4. If mediatorEarning − Co > 0 then
5. mediatorEarning:= mediatorEarning − Co

6. return An

7. else return Ac

The algorithm is executed by the mediator whenever either a new transportation request (service)
is registered, or a driver becomes available (either after terminating a previous mission or because
he starts working). In the first step, the system tries to assign pending requests in a rather standard
fashion. Then, in Steps 2 and 3, a more efficient global assignment is searched for and the compensation
cost of this new assignment is estimated. The new assignment is applied if the accumulated overall
mediator earnings, together with the compensation cost, remains positive. This last part assures that
the mediator has no extra mediation cost.

Regarding Step 2, we use Bertsekas’ auction algorithm [47] to calculate an optimal assignment.
In particular, we calculate the assignment An that minimises D(An) + γ·Co, where D(An) is the sum
of the distances of all vehicles in An to the corresponding original positions of the assigned service
requests. This means we look for assignments that minimise the sum of the distances and also
the potential cost of the compensations. γ is a factor for scaling monetary earnings into distance
values (meters).

3.5.2. Evaluation

We tested the proposed approach in different experiments simulating the operation of a taxi
fleet which basically has the characteristics of the type of fleets we want to address here. We used
an operation area of about 9 × 9 km, an area that roughly corresponds to the city centre of Madrid,
Spain. In the simulations, we randomly generated service requests (customers) who are assigned to
available taxis, and we simulated the movement of taxis to pick up a customer, to drive him/her to
his/her destination, and then waits for the assignment of a new customer. The simulations are not
aimed at reproducing all relevant aspects of the real-world operation of a taxi fleet, but to analyse and
compare the proposed coordination strategy (here called DYNRA) to the standard strategies FCFS
and NVNR. Thus, we simplified the movements of taxis to straight-line movements with a constant
velocity of 17 km/h. This velocity is within the range of the average velocity in the city centre of
Madrid. Hence, we do not take into account either the real road network, nor the possibility of different
traffic conditions.

The general parameters used in the simulation are as follows. We use 1000 taxis (initially
distributed randomly in the area with a uniform distribution) and a simulation interval of 5 h. The taxis
do not cruise, that is, they only move if they are assigned to a customer. We accomplish different
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simulation runs with different numbers of customers in order to represent different supply/demand
ratios. We generate a fixed number of customers every 15 min (ranging from 250 to 1000 in steps of 125).
For each customer, his/her origin (point of appearance) and destination location are randomly chosen
such that each trip goes either from the outside of the area to the centre, or vice versa. The origin and
destination points are generated using a normal distribution (for centre and outside points). When a
taxi arrives at a customer’s location, a pick-up time of 30 s is used where the taxi does not move. In the
same sense, the simulated drop-off time is 90 s. The system assignment process is accomplished every
5 s, and only if a new client appears or a taxi becomes available again after a previous trip.

The payment scheme we used in the experiments is the one that has been used in the city of
Madrid in the last years. A taxi trip has a fixed cost fcost = 2.4 euros and fare = 1.05 euros/km.
Furthermore, the cost factor is vcost = 0.2 euros/km. This factor roughly corresponds to the actual cost
of a vehicle, including petrol, maintenance, as well as other fixed costs. Finally, we applied a factor
of γ = 1/0.00085, which corresponds to the net benefit a taxi receives per metre when transporting a
client in the used payment scheme.

Each experiment was repeated 10 times with a different random seed, in order to avoid biased
results due to a particular distribution of clients. The presented results are averages over those 10 runs.

Table 2 presents the average waiting times of the customers for the three methods and the different
numbers of generated customers per hour. As it can be observed, for between 2000 and 2500 customers
per hour, the FCFS approach starts to be perform really badly. Basically, the system becomes saturated
and the rate of serving customers is lower than the rate of appearance of new customers. The other
two methods, NVNR and DYNRA, can deal much better with this situation and their saturation point
is higher (between 2500 and 3000 customers per hour). There is a clear improvement in the waiting
times of these two methods, with respect to FCFS, if there are more than 2000 customers per hour.
The dynamic reassignment approach with compensations performs better than the other two methods
in all cases. The improvement is rather low if there are fewer customers, but increases with the number
of customers up to 101.4 and 2.4 min with respect to FCFS and NVNR, respectively, for 4000 customers
a hour. In terms of relative improvement, the highest peak is reached at 2500 customers, with an
improvement of 94.6% with respect to FCFS and 44.9% with respect to NVNR.

It should be noted that the DYNRA approach is based on the compensation scheme presented
above, that is, reassignments include compensations and (economically rational) taxi drivers will
accept such reassignments. In Figure 14, we analyse the net income of the system, composed of
the income of the taxi drivers plus the income of the mediator, in the case of the DYNRA approach.
The presented results are normalised to the income of 1000 drivers and 1000 customers. The overall
system income is highest for the DYNRA approach for all numbers of customers. The difference to
the FCFS approach is considerable, between 473 and 565 euros, when above 2500 customers per hour
(where FCFS is saturated). The difference of DYNRA with respect to NTNR is highest at 2500 customers
(79 euros) and about 6–7 euros above that point. The taxi drivers always earn more money with the
DYNRA approach, up to 2500 customers per hour. However, their net income is slightly lower than in
the NTNR approach for more customers. Nevertheless, it should be noted that the mediator could
redistribute its income among all drivers and, thus, the drivers would have a higher income in all cases.

Table 2. Average waiting times for customers (in minutes).

Method
# Customers per Hour

1000 1500 2000 2500 3000 3500 4000

FCFS 1.2 1.56 1.92 39.02 75.29 112.01 148.01
NVNR 1.2 1.56 1.92 3.83 8.29 27.38 49.01

DYNRA 1.19 1.48 1.73 2.11 6.83 25.24 46.62
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Summarising, the proposed dynamic reassignment strategy can improve the performance of
a transportation fleet of autonomous, self-interested drivers in terms of higher income and fewer
movements (thus, also more environmentally friendly). The improvements are, in general, rather small
if there are few movements (few service requests) and higher if the demand of transportation services
is increasing.

The approach relies on a mediator service that manages the assignments of transportation tasks
to drivers and pays compensations if necessary. Besides this fact, as proposed here, the mediator does
not incur extra costs. Instead, it may have some positive income itself. The overall travel times and
distances may still be reduced if the compensation system allowed for a negative balance. This could
be of interest if, for example, a municipality would be willing to invest money in order to reduce
CO2 emissions.

4. Discussion

In this paper, we have argued that recent technological advances open up new possibilities for
computers to support people’s interactions in a variety of domains with high socioeconomic potential.
In these domains, the choices and actions of a large number autonomous stakeholders need to be
coordinated, and interactions can be regulated, by some sort of intelligent computing infrastructure,
through institutions and institutional agents, or simply by providing information in an environment
with a significant level of uncertainty. Many problems related to the vision of smart cities fall under
this umbrella.

While centrally designed systems may be a suitable choice to address certain challenges related to
smart cities, others are unlikely to be dealt with satisfactorily, either because stakeholders are unwilling
to implement system recommendations that they do not understand and that they may not trust,
or because it is impossible to compute good global solutions based on the information provided by
stakeholders, which can be insufficient or biased by their personal interests. While the former problem
can be addressed by providing stakeholders with their own trusted software agent, which represents
them and acts on their behalf, the latter requires coordination mechanisms that take into account the
autonomy of the stakeholders (and their software agents). Still, designing and implementing such
coordination mechanisms in open systems is challenging, especially if the systems are large in scale,
as in the case of most smart city applications.

We argued that technologies from the AT sandbox are suitable for fostering coordination in
such scenarios. To back this claim, we reported on a variety of real-world applications, ranging
from truly open systems, where coordination among agents is achieved either though (economic)
incentives or by offering relevant information, to more closed domains, where AT techniques are
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used to “simulate” interactions among autonomous agents, which may, for instance, take the shape
of auctions or market equilibria. While in some of the applications the use of AT (market-based
approaches, in particular) was a mere design choice, in other more open domains, their use enables the
provision of new functionalities and services.

In fact, a key lesson learnt from our work is that market-based coordination schemes can be
successfully applied to quite different problems and domains, even though their particular shape
needs to be carefully tailored and adapted based on the degree of autonomy of the stakeholders.
In the applications outlined in Sections 3.3 and 3.4, the degree of autonomy of the different agents
is low, as ambulance drivers, for instance, have to follow the assignments that they are given by the
coordination mechanism. Evacuees in Section 3.2 do have a choice but, due to the specific characteristics
of the emergency situation and the scarceness of adequate information, the suggestions of the system
are likely to be followed. A similar “take it or leave it” situation is present in the taxi fleet coordination
example of Section 3.5, but the stakeholders can make more informed decisions, so it is important that
the incentives offered as part of the system proposal are such that taxi drivers can conclude that they
are better off following the recommendations than not following them. Finally, within the case study
related to networks of reservation-based intersections in Section 3.1, there are no explicit proposals
for drivers to follow a particular route, but traffic assignment is achieved implicitly by coordinating
the intersections’ reserve prices. In addition, the auction protocol used at each reservation-based
intersection needs to be such that the mechanism is resilient to attempts of strategic manipulation.

A limitation of our approach is related to the level of scalability needed for a particular domain.
The applications outlined in this article have been evaluated in simulations with hundreds or
thousands of agents, but going beyond these numbers may require the use of different approximations
algorithms (e.g., to determine winner determination in auctions). Also, it should be noticed that
take-it-or-leave-it recommendations may not work well when users can try to go for “outside options”,
that is, when competing service providers exist and users are allowed to use them. Finally, making
mechanisms stable against strategic manipulation attempts often relies on assumption regarding the
underlying communication infrastructure, which may hold in simulation experiments but are not
achievable in all real-world situations.

We intend to continue developing applications for the aforementioned type of domains making
use of the AT sandbox. We will particularly be looking into applications for which the semantic as well
as the trust and reputation layers of the AT tower are of foremost importance. This will help us broaden
the set of models and tools based on AT. In much the same way, we plan to extract further guidelines
for designing these type of systems, based on descriptions of problem characteristics and requirements.
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