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Abstract: In solar energy, the knowledge of solar radiation is very important for the integration
of energy systems in building or electrical networks. Global horizontal irradiation (GHI) data are
rarely measured over the world, thus an artificial neural network (ANN) model was built to calculate
this data from more available ones. For the estimation of 5-min GHI, the normalized root mean
square error (nRMSE) of the 6-inputs model is 19.35%. As solar collectors are often tilted, a second
ANN model was developed to transform GHI into global tilted irradiation (GTI), a difficult task
due to the anisotropy of scattering phenomena in the atmosphere. The GTI calculation from GHI
was realized with an nRMSE around 8% for the optimal configuration. These two models estimate
solar data at time, t, from other data measured at the same time, t. For an optimal management
of energy, the development of forecasting tools is crucial because it allows anticipation of the
production/consumption balance; thus, ANN models were developed to forecast hourly direct
normal (DNI) and GHI irradiations for a time horizon from one hour (h+1) to six hours (h+6).
The forecasting of hourly solar irradiation from h+1 to h+6 using ANN was realized with an nRMSE
from 22.57% for h+1 to 34.85% for h+6 for GHI and from 38.23% for h+1 to 61.88% for h+6 for DNI.

Keywords: solar irradiation; estimation; forecasting; meteorological data; short time step

1. Introduction

Solar thermal or electrical systems require high quality solar radiation measurement instruments
in order to accurately measure solar energy received on the plant. Poor quality data or too short
data series can generate errors in plant design, performance, and production forecasting, negatively
impacting return on investment.

Unfortunately, measures of solar radiation are sparse and inaccurate over the world; there are still
large areas without any solar radiation observations [1]. Investments and maintenance costs for each
measurement site are not negligible and even in industrialized countries, the national network often
consists in a relatively small number of solar radiation stations [2]; and the measurement quality varies
from a network to another, often by lack of maintenance and calibration. The measuring devices’ price
is an important part of the process cost of collecting solar data, especially for non-profit institutions,
such as schools or universities [2].

The amount of meteorological stations measuring solar irradiance through the world is difficult
to count because various sources give different information [3]. Even so, only 1000 continental stations
around the world are measuring solar radiation [4].
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In these conditions, it is interesting to look for some relations between sparse solar radiation
data and more measured meteorological data as temperature, humidity, and wind speed. Satellite
observations are used for determining the solar irradiation on the ground, with a good accuracy,
but the time step of the estimated data is relatively large (minimum hourly).

A bibliographical study showed [5] that artificial neural networks (ANN) were developed
between meteorological parameters and solar irradiations, but generally only for averaged values
of solar irradiations (on a monthly or annual basis); today, data with a short time granularity
(minute, 5-min) must be known for interesting applications in solar energy. In the first part of this paper,
10 meteorological inputs (measured or calculated) are available and then 210 − 1 = 1023 combinations
of input data are possible, from 10 ANN with only one input to one ANN with 10 inputs. All these
combinations are tested and the best configurations are discussed.

The solar panels are rarely fixed horizontally and the global tilted irradiation (GTI) is rarely
measured and must be estimated from global horizontal irradiation (GHI), more often available;
using pyranometers with various inclinations is costly and their maintenance is constraining.
Thus, it is useful to develop accurate methods for determining GTI from only GHI. This objective is
difficult to reach with conventional physical relations because the sky anisotropy makes the modeling
of the sky diffuse radiation difficult [6–8]. ANN methods generally realize the same conversion with
an improved adequacy (generally, at an hourly scale), and they outperform [9–13] the traditional
methods due to the inherent non-linearity in solar radiation data. In this work, an ANN model is
developed and optimized for “tilting” 5-min time step solar data.

The stochastic and intermittent behavior of the solar resources poses numerous problems for the
electricity grid operator [5] and limits the future development of the phovoltaic (PV) and concentrated
solar power (CSP) plants. To improve the integration of such systems, the solution consists in
introducing energy storages and developing smart grids as well as implementing production and
consumption forecasting.

The forecasting of the output power of solar energy systems is required for good operation of
the power grid and for optimal management of electrical flows [3]. It is essential to estimate the
energy reserves, to schedule the power systems, to optimally manage the storage, and to trade in the
electricity market [14–16]. Thus, predicted and anticipated events are easier to manage. Electricity
must be produced by CSP and/or PV plants; the first ones convert the direct normal irradiation (DNI)
into heat through focusing receivers and PV ones enable direct conversion of GHI into electricity
through semiconductor devices [3,17]. The literature shows that the most efficient methods for
a forecast at a short time horizon from one hour (h+1) to six hours (h+6) are time series analysis and
artificial intelligence methods [18]. If a large literature exists about the GHI forecasting [3,15,17–19],
this literature is poorer concerning DNI being more difficult to predict because its variations are deeper
and more frequent [20,21]. ANN predictive models are implemented to forecast hourly GHI and DNI
from h+1 to h+6.

Section 2 presents the data used in this paper (Bouzareah, Algeria for estimation purposes and
Odeillo, France for forecasting purposes), the preprocessing used on this data, and the calculated error
metrics to estimate the accuracy of ANN models.

Section 3 gives some information on the ANN implementation for estimation and forecasting.
In Sections 4 and 5, the main results on the estimation of 5 min-GHI from other meteorological

parameters and of the 5 min-GTI from GHI measurements are presented.
Section 6 shows the results of the ANN forecasting of hourly GHI and DNI for a time horizon

from h+1 to h+6.

2. Meteorological Stations and Data

2.1. The Meteorological Stations

The two first studies were realized using meteorological data measured in the meteorological
station belonging to the Renewable Energies Development Centre (CDER) located in Bouzareah near
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Algiers (latitude: 36.8◦ N; longitude: 3.17◦ E) at an altitude of 347 m. The site is characterized by
a Mediterranean climate with dry and hot summers and damp and cool winters. The data were
measured each second and stored each 5 min from April 2011 to April 2013 (24 months of 5-min data).
The measured data and the calculated astronomical data (horizontal extraterrestrial irradiation (EHI),
solar declination, δ, and zenith angle, θz [22]), are presented in Table 1.

Table 1. Available meteorological data in Bouzareah.

Data Symbol Unity

Measured data
Global horizontal solar irradiation GHI Wh.m−2

Global tilted solar irradiation (36.8◦) GTI Wh.m−2

Ambient temperature T ◦C
Relative humidity H %
Wind speed WS m.s−1

Wind direction WD degree
Precipitation Pr mm
Sunshine duration S minutes
Atmospheric pressure P mbar

Calculated data
Extraterrestrial Horizontal irradiation EHI Wh.m−2

Solar declination δ degree
Zenith angle θz degree

The tilted solar data were measured for a 36.8◦ tilt angle equal to the latitude of Bouzareah
(optimal angle for a maximum annual irradiation). The data basis contains 12 5-min parameters,
9 measured and 3 calculated. Each data was previously verified in order to extract outliers.

The forecasting work was realized from GHI and DNI data provided by the PROMES laboratory
(CNRS UPR 8521) located in the south of France in Odeillo (Pyrénées Orientales, France, 42◦29 N,
2◦01 E, 1550 m asl), the station is located in the mountains, at about 100 km from the Mediterranean
sea and presents an often high nebulosity. The solar data are measured and stored with a 1 min
time granularity. This meteorological station is in altitude, the climate is very perturbed, the rainfall
continues to be present during the driest months, the variability of solar radiation is high, and thus
its forecasting is more difficult to realize. Two years of hourly data were available i.e., 17 520 data,
for both GHI and DNI.

2.2. Cleaning and Preprocessing

For Bouzareah, each 5-min data were first verified to extract outliers or missing data.
Then, the data during which the sun rises or sets were deleted because the mask effect of the
environment and the no-reliable response of pyranometers at a high zenith angle (cosine effect)
introduced some errors. Thus, over the 2 years, 75674 validated 5-min data were available for
each parameter.

For the Odeillo’s data, an automatic quality control used in the frame of the GEOSS project
(Group on Earth Observation System of System) [23] was applied. Before introducing the solar data
into the machine learning process, the data were cleaned and filtered.

For forecasting purposes, it is common to filter out the data to remove night hours and to conserve
them only between sunrise and sunset. As for Bouzareah, the data near sunset and sunrise are sources
of errors and a pre-processing operation was applied based on the solar elevation: Solar radiation
data for which the solar elevation is lower than 10◦ were removed [15,24]. Two years of hourly data
were used in this study. After cleaning and filtering, the total number of hourly data for each solar
component (GHI and DNI) was 10559 (about 60% of the data were not used (2% for outliers’ data and
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58% for sun elevation less than 10◦)). These solar data were then transformed into stationary data by
a method described in Section 6.

2.3. Statistical Index for Accuracy Evaluation

There are no well-defined error metrics standards, which makes the forecasting and estimation
methods difficult to compare [25]. A benchmarking exercise was realized within the framework of
the European Actions Weather Intelligence for Renewable Energies (WIRE) [26], with the objective
to evaluate the state of the art concerning models’ performances for short term renewable energy
forecasting. They concluded that: “More work using more test cases, data and models needs to be
performed in order to achieve a global overview of all possible situations. Test cases located all over
Europe, the US and other relevant countries should be considered, trying to represent most of the
possible meteorological conditions”.

In this paper, these five error metrics were used:

- The mean absolute error (MAE) defined by:

MAE =
1
N

×
N

∑
i=1

∣∣X̂ti − Xti

∣∣ (1)

X̂ti being the forecasted outputs (or predicted values), Xti the observed data, and N the number
of observations.

- The root mean square error (RMSE), more sensitive to important forecast errors, and hence
suitable for applications where small errors are more tolerable than larger ones, as in utility
applications. It is probably the reliability factor that is the most widely used:

RMSE =

√√√√ 1
N

×
N

∑
i=1

(
X̂ti − Xti

)2 (2)

- The mean bias error (MBE), mainly used to estimate the bias of the model:

MBE =
1
N

×
N

∑
i=1

(
X̂ti − Xti

)
(3)

These errors were then normalized, and the mean value of irradiation is generally used as
the reference:

nRMSE =
RMSE

X
(4)

nMAE =
MAE

X
(5)

with X the average value of X calculated on the N data.

3. ANN Method and Implementation

3.1. General Description of ANN Structure

An ANN [27] is a modelling tool able to find complex relationships between inputs and outputs.
It is considered as “intelligent” because it works as a human brain:

- A neural network acquires knowledge through learning; and
- a neural network’s knowledge is stored within inter-neuron connection strengths known as

synaptic weights.
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ANNs can represent both linear and non-linear relationships and have their ability to learn these
relationships directly from the measured data. Among the various ANN methods, the multilayer
perceptron (MLP) using feed-forward back-propagation is often used for empirical estimation in
general [28], and in particular [19,29,30], for the estimation of solar radiation. An ANN has a parallel
structure with an input layer receiving data, an output layer sending the computed data, and one or
several hidden layers lying between the input and output layers as illustrated in Figure 1.
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Figure 1. Architecture of an artificial neuron and a multi-layered neural network.

A neuron receives input from other neurons and/or an input data, which represents an
external source. In the feed-forward propagation MLP configuration, this connection is unidirectional.
Each input, xk,j, has an associated weight, wk,j (related to the j-th neuron among p of the k-th layers),
which can be modified during the learning phase. The weighted sum, ∑

p
j=1 wk,jxk,j, is called the net

input to unit j, often written net. The unit computes a function, f, of this weighted sum and is called the
activation or transfer function; this function, f, produces an output, O, of a neuron if this sum exceeds
a given threshold denoted biases. A bibliographical study conducted to use as activation transfer
functions a sigmoid one for the hidden layers and a linear function for the output layer. For the jth
neuron of the layer (k+1), O is given by [31]:

O = f (net) = f

(
p

∑
j=1

wk,jxk,j

)
(6)

This output is then distributed to other neurons as inputs.

3.2. ANN Implementation for GHI and GTI Irradiation

Several steps are applied in view to find the optimized MLP:

- Choice of the network size (number of hidden layers and hidden nodes per layer): Too small
a number of hidden nodes does not allow good learning, but an oversized number increases
the training time with a marginal improvement [32,33], need more data and the ANN can
be over-trained. In accordance with the principle of parsimony and with the literature [34],
only one hidden layer was used.

- Determination of the optimal number of neurons in the hidden layer: It is realized in testing
various configurations and calculating the adequacy. Some empirical rules exist, but their
efficiency is not really proven: The number of hidden neurons equal to the inputs number [35],
to 75% of it [36], to the square root of the product of the number of inputs and outputs [37].
Here, the number of hidden neurons was taken between 1 and the number of inputs +1. Each MLP
architecture was trained 8 times per architecture in order to avoid random effects.
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- Learning (or training) process: It consists in modifying the weights until the gap between the
actual and simulated outputs reaches a desired accuracy. The Levenberg–Marquardt learning
algorithm (LM) was used as in most studies. Another preprocess called k-fold sampling was
used with the dataset [38,39], this cross-validation is a statistical method used to estimate the
skill of machine learning models. It is commonly used in applied machine learning to compare
and select a model for a given predictive modeling problem, which has a lower bias than other
methods [40,41]: It consists in dividing randomly the data set into a training data set (80%) and
a test data set (20%), the training set and the test set are different for each fold; this process is
repeated k times and the value of the reliability metrics given in this paper are the average value
on the k-fold. Here, k is taken equal to 10. Thus, the results are independent of the set of data
used for the training; using only one data set (with its own statistical particularities) can reduce
the robustness of the conclusions.

Other information specific to each study will be given in the corresponding chapter.

4. Estimation of GHI from Other Meteorological Data

4.1. Method

In this study, the data used were measured in Bouzareah (see Section 2.1). Figure 2 shows the
ANN structure with all the available inputs.
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Figure 2. ANN structure for GHI estimation.

The sunshine duration is the time expressed in minutes during which the solar irradiance exceeds
120 W/m2. It is strongly linked with the solar radiation (Angstrom relation for example).

The number of inputs, 10 (7 measured, 3 calculated), makes the optimization of the MLP structure
long and arduous: With 10 inputs, 210 − 1 = 1023 combinations of input data are possible.

The choice of the best inputs combination is a prerequisite stage because the parsimony is
a basic principle in ANN elaboration, essential for its generalization. Some of the variables bring little
information, sometimes no information at all, some of them are redundant, even worse they reduce
the model performance. Moreover, an increase of the input number is accompanied by an increase of
the hidden neurons and of the calculation time.

The Pearson’s correlation coefficient between each input parameter and the output is determined
before using an exhaustive selection (testing 1023 architectures).

4.2. Relationship between Input and Output Data

The Pearson’s correlation coefficient (R) between input variables and GHI and between inputs
variables themselves were calculated. When the absolute value of R is near 1, there is a high degree of
linear correlation between the two variables; if R = 0, there is no linear correlation, but other relation
types can exist.
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Computing R between input variables allows an estimation of whether the inputs are redundant
and interdependent. The first objective is to rank the statistical linear dependences between the
inputs and output; for a large sample of data, the R threshold from which there is a significant link
between parameters is very low. Table 2 shows the values of the Pearson correlation coefficient between
meteorological variables.

Table 2. Pearson correlation coefficients between meteorological variables for the Bouzareah site.

Parameter GHI δ θZ T H p Pr WS WD S EHI

GHI 1.000 −0.052 −0.127 0.063 −0.180 0.095 −0.063 −0.020 0.016 0.687 0.127
δ 1.000 −0.394 0.431 0.170 −0.243 −0.012 −0.003 −0.163 0.051 −0.340
θz 1.000 −0.060 −0.048 −0.068 −0.012 −0.017 −0.031 0.097 −0.955
T 1.000 −0.387 −0.073 −0.049 −0.124 −0.092 0.054 −0.065
H 1.000 0.089 0.030 0.039 −0.213 −0.059 −0.006
P 1.000 −0.070 −0.162 −0.229 0.112 −0.090
Pr 1.000 0.013 0.013 0.015 0.006
WS 1.000 0.109 0.011 −0.009
WD 1.000 0.017 −0.044

S 1.000 −0.068
ETI 1.000

We mainly see:

1. The only high correlation is between GHI and S (69%), the other are just weak correlations;
2. The ranking of inputs from the R point of view (excepted S) is H (18%), EHI (13%), θz (13%),

and p (10%); and
3. A high value of R between inputs data, θz, δ, and EHI (between 34% and 95%); it was obvious

because θz and δ are used in the calculation of EHI.

This preliminary study allows to have an idea about the link between variables, but only linear
ones. The results were not significant enough to avoid an exhaustive study for all combinations;
the Pearson coefficient allows estimation of only the linear dependency between the data while the
MLP is a non-linear model (sigmoid activation function), thus it is not surprising that the analysis of
the Pearson coefficient is not sufficient to customize an MLP.

4.3. Results

Figure 3 shows the average, minimum, and maximum values of nRMSE and the standard
deviation versus the number of inputs.Appl. Sci. 2019, 9, x 8 of 21 
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The minimum nRMSE was obtained for the 10 inputs model with a value of 18.65% compared to
73.91% for the worst configuration (2 inputs: WD and WS). Table 3 presents the two best configurations
for the same number of inputs; as an example, for 9 inputs, 10 combinations were possible, and only
the two best ones (from an nRMSE point of view) are reported in Table 3. The models were classified
in descending order of performance (ranking).

Table 3. Best configurations according to the number of inputs for the Bouzareah site (1 = present data,
0 = absent data).

Nbr
inputs Rank δ θz T H p Pr WS WD S ETI MAE

Wh/m2
nMAE

%
RMSE
Wh/m2

nRMSE
%

MBE
Wh/m2

10 2 1 1 1 1 1 1 1 1 1 1 5.083 15.50 6.116 18.65 −0.084
9 1 1 1 1 1 1 1 1 1 1 0 5.083 15.50 6.115 18.65 0.011
9 3 1 1 1 1 1 0 1 1 1 1 5.118 15.61 6.152 18.76 −0.034
8 6 0 1 1 1 1 0 1 1 1 1 5.199 15.85 6.234 19.01 −0.018
8 7 1 0 1 1 1 1 1 0 1 1 5.209 15.88 6.245 19.04 −0.012
7 15 0 1 1 1 1 0 1 0 1 1 5.285 16.12 6.323 19.28 −0.038
7 24 1 1 1 1 1 0 1 0 1 0 5.358 16.34 6.399 19.51 −0.032
6 18 0 0 1 1 1 0 1 0 1 1 5.306 16.18 6.345 19.35 −0.081
6 32 0 0 1 1 1 0 1 0 1 1 5.415 16.51 6.457 19.69 −0.021
5 108 0 0 0 1 1 0 1 0 1 1 5.723 17.45 6.775 20.66 0.018
5 117 0 0 1 1 0 0 1 0 1 1 5.756 17.55 6.809 20.76 −0.015
4 196 0 0 1 1 0 0 0 0 1 1 6.066 18.50 7.128 21.74 −0.007
4 226 0 0 0 1 1 0 0 0 1 1 6.213 18.95 7.280 22.20 −0.018
3 360 0 0 0 1 0 0 0 0 1 1 7.162 21.84 8.257 25.18 −0.003
3 363 0 1 0 0 0 0 0 0 1 1 7.245 22.09 8.343 25.44 −0.005
2 372 0 0 0 0 0 0 0 0 1 1 7.389 22.53 8.491 25.89 0.003
2 379 0 1 0 0 0 0 0 0 1 0 8.086 24.66 9.209 28.08 0.062
1 753 0 1 0 0 0 0 0 0 0 0 13.762 41.97 15.058 45.92 0.062
1 754 0 0 0 0 0 0 0 0 0 1 13.780 42.02 15.076 45.97 −0.004

Some models with a lower number of inputs can be better than models with a higher number of
inputs. The declination, δ, appeared very rarely, WD and Pr never appeared, S was always present,
and T, H, EHI, and p were often present; these 5 inputs had a relatively good R with GHI (but only 6%
for temperature).

Without S (strongly linked with GHI), the best nRMSE dropped to 32.07% compared with 18.65%
for the best configuration with 10 inputs. Table 4 shows the results for the best configurations without
S input.

Figure 4 shows the average, minimum, and maximum nRMSE values and the standard deviation
versus the number of input data without S input.
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Table 4. Best configurations according to the number of inputs (without S) (Bouzareah site). (1 = present
data, 0 = absent data).

Nbr
inputs Rank δ θz T H p Pr WS WD EHI MAE

Wh/m2
nMAE

%
RMSE
Wh/m2

nRMSE
%

MBE
Wh/m2

9 382 1 1 1 1 1 1 1 1 1 9.354 28.52 10.52 32.07 −1.142
8 383 0 1 1 1 1 1 1 1 1 9.427 28.75 10.59 32.29 −1.008
8 384 1 0 1 1 1 1 1 1 1 9.435 28.77 10.60 32.32 −1.058
7 389 1 0 1 1 1 1 1 0 1 9.536 29.08 10.70 32.64 −1.059
7 391 0 1 1 1 1 1 0 1 1 9.566 29.17 10.73 32.73 −1.010
6 398 0 1 1 1 1 1 0 0 1 9.661 29.46 10.83 33.03 −1.038
6 399 1 0 1 1 1 1 0 0 1 9.661 29.46 10.83 33.03 1.002
5 421 0 1 1 1 1 0 0 0 1 9.800 29.88 10.97 33.47 −1.872
5 426 0 0 1 1 1 0 0 1 1 9.838 30.00 11.01 33.58 −1.013
4 468 0 1 1 1 1 0 0 0 0 10.076 30.73 11.26 34.34 −1.042
4 496 0 0 1 1 1 0 0 0 1 10.226 31.18 11.41 34.80 −0.929
3 587 0 0 0 1 1 0 0 0 1 11.931 36.38 13.17 40.16 −0.816
3 605 0 1 0 1 1 0 0 0 0 12.120 36.96 13.37 40.75 0.918
2 635 0 0 0 1 0 0 0 0 1 12.415 37.86 13.67 41.68 1.033
2 650 0 1 0 1 0 0 0 0 0 12.566 38.32 13.83 42.16 1.063
1 753 0 1 0 0 0 0 0 0 0 13.762 41.97 15.06 45.92 1.062
1 754 0 0 0 0 0 0 0 0 1 13.780 42.02 15.07 45.97 −0.904

The ANN reliability can be considered as correct, particularly when S was an input. Pr and
WD had a low influence on GHI estimation (low correlation with GHI). The nRMSE of the 6-inputs
model (T, H, p, WS, S, EHI) was 19.35% compared with the nRMSE of 10-inputs model with 18.65%;
this combination had a good performance with a minimum of inputs.

Estimated 5-min GHI is plotted versus the measured 5-min GHI for four architectures in Figure 5.
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- ANN structure with nine inputs without sunshine duration; and
- best ANN structure with five inputs (without sunshine duration).

Few differences appeared between the ANN structure with 10 and six inputs in term of reliability
and data dispersion. Without S, it appears clearly a more important spread of data compared with
the results obtained with ANN structures with S in the inputs set. The performances of the best ANN
structures without S for 5-min data were correct with an nMAE between 28.5% and 31% and an nRMSE
between 32% and 35%.

The presence of some meteorological inputs in the “best” configurations seems sometimes
surprising as WD and WS; it is difficult to understand the physical relations between GHI and
other meteorological parameters. One of the major criticisms that could be levelled at the ANN model
is that it is a black box model, allowing it to find some relations between data as often difficult to
interpret, and ANN is a data driven method.

Even if some estimated data are far away from the real values, we can consider that the
performance of this model is satisfying because determining GHI with a time granularity of 5-min
from other meteorological data is a very complex task (high variability phenomenon and anisotropic
aspect); keeping in mind that such a method is generally applied only for daily average values [5].

A bibliographical study [5] was realized on ANN methods used for such an estimation of GHI
from exogenous meteorological data and this study showed that:

- For the estimation of monthly mean values of daily GHI, the nRMSE was between 4.07% and
9.4%, but the process, on average, monthly, allows smoothing of the anisotropic effects and
sometimes linear relationships are sufficient to link GHI with other parameters.

- For the estimation of the daily GHI, nRMSE around 6% and nMAE around 5% were found.
The time granularity was much higher than in our work.

Note that the determination coefficient (R2) between measured and estimated data was between
0.86 and 0.95 for the four graphs in Figure 5.

The mean bias error (MBE) was also computed for Figure 5 and was equal to −0.08 Wh/m2,
for 10 and six inputs, −1.14 Wh/m2 for nine inputs without S, and −1.87 Wh/m2 for five inputs;
thus, all the ANN models slightly underestimated GHI.

5. Estimation of Tilted Global Irradiation (GTI) from Horizontal Global Irradiation (GHI)

In sizing or simulation software for solar systems, the solar collector inclination is introduced as
an input and the horizontal solar data (generally hourly) collected from several meteorological stations
are “tilted”. The accuracy and quality of GTI used as an input in these software have an impact on the
reliability of the results.

It is difficult to develop a simple model for converting GHI into GTI [6] because the radiation
received by a tilted plane includes the radiation reflected by the ground and scattered by the sky;
this last component is difficult to estimate; when the collector is inclined, it sees only a part of the
sky; moreover, the sky diffuse radiation depends on the inclination or orientation of the collector,
on the elevation and azimuth of the sun, but also on the sky state with complex anisotropic effects [7,8].
The larger the time-step is, the more this anisotropy decreases (time-averaging and compensating
effect) and tends towards an isotropic distribution; the shorter the time-step is, the more it is difficult
to realize this conversion with good accuracy. The conversion of GHI to GTI is a complex issue often
dealt with in the scientific literature [7,42–46].

5.1. Method

As in Section 4, the data used here were measured in Bouzareah.
Four data, among them GHI, were used as input:

- The declination representing the position of the Earth from the Sun depending on the day number;
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- the zenith angle characterizing the sun position, which influences the quantity and the quality
of the sun radiation; when the sun is high in the sky (low zenith angle), the solar radiation
is maximal (in clear skies). Moreover, as the optical path is minimal, the incident radiation is
less absorbed;

- the extraterrestrial irradiation, EHI, used as a reference; depending on sky conditions, several
values of GTI correspond to the same GHI. In diffuse radiation models, the clearness or diffuse
index are often used to characterize the sky. When the clearness index is high, then the sky is
clear and GHI is mainly composed of BNI.

According to the rules described in Section 3.2, the number of hidden neurons in only one hidden
layer will vary from one to eight. The ANN structure is shown in Figure 6.Appl. Sci. 2019, 9, x 12 of 21 
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5.2. Results

The five error metrics are presented in Table 5 (calculated on the basis of eight runs (each run
corresponds to a different random weight initializing). The first column contains the number of neurons
in the hidden layer.

Table 5. Average statistical parameters between measured and estimated global solar 5 min-irradiation
on a 36.8◦ tilted plane for the station of Bouzareah. The bold line is the results for the best architecture.

Hidden Neurons
Number

MAE nMAE RMSE nRMSE MBE

Wh.m−2 % Wh.m−2 % Wh.m−2

1 5.94 16.32 6.89 18.93 −0.97
2 2.95 8.12 3.81 10.48 −0.29
3 2.80 7.71 3.65 10.04 −0.50
4 2.41 6.63 3.21 8.81 −0.31
5 2.56 7.04 3.47 9.54 −0.80
6 2.75 7.56 3.77 10.36 −1.14
7 2.68 7.38 3.68 10.12 −1.09
8 2.70 7.43 3.69 10.14 −1.12

The nRMSE mean values and its corresponding standard deviation are presented in Figure 7
as an error-bar graph. An improvement appears until reaching four hidden neurons, then the
nRMSE becomes almost constant and no improvement was observed. The dash points define the
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95% confidence interval of the prediction errors (calculated based on eight runs per architecture),
the triangles and squares are the minimum and maximum observed errors, respectively. We observed
the same trend for the variation of the nMAE. The best configuration is encircled in red.Appl. Sci. 2019, 9, x 13 of 21 
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We conclude that an ANN with one hidden layer of four neurons is the best model. Moreover,
it appears that the use of the azimuth does not provide any improvement. Thus, we will retain an ANN
with four inputs and one hidden layer of four neurons, which have an average nRMSE of 8.81%,
the best simulation with this ANN structure conduced to an nRMSE of 8.27%.

To illustrate the good reliability of this optimized MLP, a period of seven days unknown to the
network was plotted with measured and calculated data in Figure 8.
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A good relationship is observed between the modelled and measured data whatever the state of
the sky is (clear, partially cloudy, and cloudy) because the nRMSE was under 10%, which is a good
value for an nRMSE for such a short time step (5-min).

6. Forecasting of Hourly Direct Normal (DNI) and Horizontal Global (GHI) Irradiation for a Time
Horizon from 1 h to 6 h

This forecasting work was realized from global horizontal (GHI) and normal beam (BNI) data
measured at Odeillo, Pyrénées Orientales, located in the south of France (42◦29 N, 2◦01 E, 1550 m asl).
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6.1. Stationnarization of Solar Data

Machine learning methods are efficient tools for forecasting time series with a stationary behavior.
An MLP is a stationary model, which must use stationary data as input. To make solar irradiation time
series stationary and to separate the climatic effects and the seasonal effects, the solar data are generally
transformed in unitless variables called “clearness index”, and denoted kt; kt is the ratio of the solar
radiation on the earth, GHI, to that outside the atmosphere, EHI, and defined by Equation (6) [35]:

kt =
GHI
EHI

(7)

It is the clearness index series, kt, that induces randomness, caused by the diversity of atmospheric
components (dusts, aerosols, clouds motion, and humidity) on the solar irradiation measured at the
Earth‘s surface.

Numerous studies have showed that EHI can be efficiently replaced by the clear sky solar
irradiation [22] taking into account the climatic conditions of the meteorological site; thus the clearness
index is replaced by the clear sky index, kg,cs, defined by:

kg,cs =
GHI

GHICS
(8)

with GHICS the global horizontal solar irradiation in clear sky conditions.
For DNI, a similar index, kd,CS [47,48], is defined by:

kd,cs =
DNI

DNICS
(9)

Various models of clear sky solar irradiations are available in the literature, which differ from
each other mainly in the inputs needed by each model [49]. Solar irradiance models by clear sky
denoted in the following clear sky models used meteorological variables (as ozone layer thickness,
precipitable water, optical aerosol depth, etc.) and used solar geometry (solar elevation and air mass),
using radiative transfer models to consider the absorption and diffusion effects of solar radiation
into the atmosphere [50,51]. The most widely used clear sky model is the Solis model developed
by Mueller et al. [52] and simplified by Ineichen [53], the European Solar Radiation Atlas (ESRA)
model [54], and the Reference Evaluation on Solar Transmittance 2 (REST2) model [55].

Thus, the simplified Solis clear sky model [53] was used here. It allowed calculations of the GHICS,
and DNICS. This clear sky model was validated for each month by comparison with experimental
solar radiation data measured in clear sky conditions. For illustration purposes, experimental and
modelled solar irradiances by clear sky are plotted in Figure 9 for one day in April and in September.

Appl. Sci. 2019, 9, x 14 of 21 𝑘𝑡 = ீுூாுூ  (7)

It is the clearness index series, kt, that induces randomness, caused by the diversity of 
atmospheric components (dusts, aerosols, clouds motion, and humidity) on the solar irradiation 
measured at the Earth‘s surface. 

Numerous studies have showed that EHI can be efficiently replaced by the clear sky solar 
irradiation [22] taking into account the climatic conditions of the meteorological site; thus the 
clearness index is replaced by the clear sky index, kg,cs, defined by: 𝑘,௦ = ீுூீுூೄ   (8)

with 𝐺𝐻𝐼ௌ the global horizontal solar irradiation in clear sky conditions. 
For DNI, a similar index, kd,CS [47,48], is defined by: 𝑘ௗ,௦ = ேூேூೄ  (9)

Various models of clear sky solar irradiations are available in the literature, which differ from 
each other mainly in the inputs needed by each model [49]. Solar irradiance models by clear sky 
denoted in the following clear sky models used meteorological variables (as ozone layer thickness, 
precipitable water, optical aerosol depth, etc.) and used solar geometry (solar elevation and air mass), 
using radiative transfer models to consider the absorption and diffusion effects of solar radiation into 
the atmosphere [50,51]. The most widely used clear sky model is the Solis model developed by 
Mueller et al. [52] and simplified by Ineichen [53], the European Solar Radiation Atlas (ESRA) model 
[54], and the Reference Evaluation on Solar Transmittance 2 (REST2) model [55]. 

Thus, the simplified Solis clear sky model [53] was used here. It allowed calculations of the 
GHICS, and DNICS. This clear sky model was validated for each month by comparison with 
experimental solar radiation data measured in clear sky conditions. For illustration purposes, 
experimental and modelled solar irradiances by clear sky are plotted in Figure 9 for one day in April 
and in September. 

  
(a) (b) 

  
(c) (d) 

Figure 9. Experimental and modelled solar irradiance curves in clear sky conditions (hour in true 
solar time) (Odeillo site), (a) GHI, April; (b) DNI, April; (c) GHI, September; (d) DNI, September. 

Figure 9. Cont.



Appl. Sci. 2019, 9, 209 14 of 20

Appl. Sci. 2019, 9, x 14 of 21 𝑘𝑡 = ீுூாுூ  (7)

It is the clearness index series, kt, that induces randomness, caused by the diversity of 
atmospheric components (dusts, aerosols, clouds motion, and humidity) on the solar irradiation 
measured at the Earth‘s surface. 

Numerous studies have showed that EHI can be efficiently replaced by the clear sky solar 
irradiation [22] taking into account the climatic conditions of the meteorological site; thus the 
clearness index is replaced by the clear sky index, kg,cs, defined by: 𝑘,௦ = ீுூீுூೄ   (8)

with 𝐺𝐻𝐼ௌ the global horizontal solar irradiation in clear sky conditions. 
For DNI, a similar index, kd,CS [47,48], is defined by: 𝑘ௗ,௦ = ேூேூೄ  (9)

Various models of clear sky solar irradiations are available in the literature, which differ from 
each other mainly in the inputs needed by each model [49]. Solar irradiance models by clear sky 
denoted in the following clear sky models used meteorological variables (as ozone layer thickness, 
precipitable water, optical aerosol depth, etc.) and used solar geometry (solar elevation and air mass), 
using radiative transfer models to consider the absorption and diffusion effects of solar radiation into 
the atmosphere [50,51]. The most widely used clear sky model is the Solis model developed by 
Mueller et al. [52] and simplified by Ineichen [53], the European Solar Radiation Atlas (ESRA) model 
[54], and the Reference Evaluation on Solar Transmittance 2 (REST2) model [55]. 

Thus, the simplified Solis clear sky model [53] was used here. It allowed calculations of the 
GHICS, and DNICS. This clear sky model was validated for each month by comparison with 
experimental solar radiation data measured in clear sky conditions. For illustration purposes, 
experimental and modelled solar irradiances by clear sky are plotted in Figure 9 for one day in April 
and in September. 

  
(a) (b) 

  
(c) (d) 

Figure 9. Experimental and modelled solar irradiance curves in clear sky conditions (hour in true 
solar time) (Odeillo site), (a) GHI, April; (b) DNI, April; (c) GHI, September; (d) DNI, September. 

Figure 9. Experimental and modelled solar irradiance curves in clear sky conditions (hour in true solar
time) (Odeillo site), (a) GHI, April; (b) DNI, April; (c) GHI, September; (d) DNI, September.

6.2. Choice of the Number of Input Data

The purpose of Section 6 is to predict the future hourly solar irradiation (at different time horizons)
based on the past observed data, i.e., mathematically:

X̂t+h = f (Xt, Xt−1, Xt−2, Xt−3, . . . , Xt−n) (10)

A variable, X, with the symbol, ,̂ represents a forecasted data; without this symbol, X is a measured
data. The solar data at future time step (t+h), X̂t+h is forecasted from the observed data X measured
at the times (t, t − 1 . . . , t − n); thus, the first objective consists of determining the value of n, i.e.,
the dimension of the input matrix; to do it, an auto mutual information method [56–58] was used.
The auto mutual information is a property of the time series, it depends on each dataset and is
characteristic of the degree of statistical dependence between Xt+h and Xt−i with 0 ≤ i ≤ n. It is
a dimensionless quantity with units of bits. High mutual information indicates a large reduction in
uncertainty about one random variable, Xt+h, given knowledge of another (Xt, Xt−1, Xt−2, Xt−3, . . . ,).
The auto-mutual information method showed that the number of inputs (value of n in Equation (9))
for predicting GHI is six and for DNI, it is seven.

6.3. Methods

A first forecasting method, a naïve model, easy to implement and requiring no training step, i.e.,
no historical data set, was used as a reference model to compare it with more sophisticated models in
terms of accuracy. It allowed us to see the improvement due to the use of the ANN forecaster.

The persistence model, the simplest forecasting model, assumes that the future value is identical
to the previous one (Equation (10)). The persistence forecast accuracy decreases significantly with the
forecasting horizon [59].

X̂t+h = Xt with X = GHI or DNI (10)

The smart persistence (SP) is an improved version of the persistence one taking into account the
diurnal solar cycle: The clear sky solar radiation profile over the day was used [41]:

X̂t+h = Xt·
XCSt+h

XCSt
with X = GHI or DNI (12)

XCSt is GHI or DNI for a clear sky condition calculated at time t. This smart persistence model
was applied in this paper and used mainly as a reference model.

For the ANN model, as explained in Section 6.1, the clear sky index will be forecasted because
it is a stationary series. Once the clear sky index is forecasted, the value of the forecasted solar
irradiation, ( ˆGHIt+h, or ˆDNIt+h) is obtained by multiplying it by the calculated clear sky irradiation
(GHICSt+h or DNICSt+h).
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6.4. Results for GHI

Table 6 gives the values of the error metrics calculated on the test data set (RMSE, MAE, and MBE
are given in Wh.m−2).

Table 6. Performance metrics (in Wh/m2 for RMSE, MAE, and MBE) for GHI (in bold the best predictor
for each horizon and each error metric) (Odeillo site).

Metric Model h+1 h+2 h+3 h+4 h+5 h+6

RMSE
SP 97.72 132.41 157.08 176.48 193.06 202.66

ANN 101.79 126.65 141.95 150.28 154.82 157.27

nRMSE
SP 21.67% 29.36% 34.82% 39.12% 42.79% 44.91%

ANN 22.57% 28.08% 31.47% 33.31% 34.31% 34.85%

MAE
SP 56.97 80.82 98.70 112.83 124.64 130.85

ANN 72.87 90.97 106.83 112.60 117.56 118.59

nMAE
SP 12.63% 17.92% 21.88% 25.01% 27.62% 28.99%

ANN 16.16% 20.17% 23.68% 24.96% 26.05% 26.28%

MBE
SP 4.62 3.79 0.33 −4.63 9.42 −12.9

ANN −2.39 −5.67 7.12 10.14 12.32 14.7

As the ranking of the model is always identical from a RMSE point of view or a MAE point of
view, we only present in Figure 10 the results in terms of RMSE and nRMSE expressed in percentage.
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The smart persistence, a naive model, was used as a reference. This model has a good RMSE and
MAE for a time horizon, h+1, but its performances decrease rapidly with the time horizon. The gap in
term of performances between ANN and SP increases with the time horizon.

6.5. Results for DNI

Table 7 gives the values of the performance metrics computed on the test data set (RMSE, MAE,
and MBE are given in Wh.m−2) for DNI.
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Table 7. Performance metrics (in Wh/m2 for RMSE, MAE, and MBE) for DNI (in bold is the best
predictor for each horizon and each error metric) (Odeillo site).

Metric Model h+1 h+2 h+3 h+4 h+5 h+6

RMSE
SP 207.86 287.64 338.86 378.19 412.67 434.51

ANN 212.33 270.10 297.73 321.59 336.98 344.00

nRMSE
SP 37.42% 51.77% 60.98% 68.04% 74.23% 78.16%

ANN 38.23% 48.62% 53.58% 57.85% 60.61% 61.88%

MAE
SP 125.24 187.12 230.34 266.01 298.23 317.71

ANN 168.14 223.27 244.91 274.60 283.68 299.16

nMAE
SP 22.55% 33.68% 41.45% 47.85% 53.64% 57.15%

ANN 30.27% 40.19% 44.07% 49.40% 51.02% 53.82%

MBE
SP 2.28 2.10 1.28 0.63 −0.58 −2.66

ANN 3.34 2.76 −4.12 −6.15 −6.24 −6.88

The results in terms of RMSE and nRMSE are presented in Figure 11 for BNI.
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The DNI forecasting is more difficult and the models’ performances were less satisfying than
with GHI particularly because DNI was more sensitive to meteorological conditions and because its
variation was more rapid and of a greater magnitude than for GHI.

Some differences are noted in terms of ranking according to the metric used (nRMSE or nMAE),
the nRMSE gives more importance to large gaps between predicted and measured data and generally
the forecasting models were better compared in term of nRMSE than nMAE.

6.6. Comparison between GHI and DNI Forecasts

It is impossible to compare the performances of the models according to the solar component
in terms of the absolute value of RMSE (or MAE) because the daily curve of GHI and DNI are
very different in term of amplitude and form. Thus, we plotted in Figure 12 a comparison of the
performances in term of nRMSE because it is the most common error metric used in the solar radiation
prediction; in the case of Figure 11, as we compared two different solar radiations (GHI and DNI) with
a different scale, the normalized value of RMSE seems to be the most adapted metric.
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As previously underlined, GHI was forecasted with a better accuracy compared with DNI.
It is probably due to the fact that in GHI, the two components, diffuse one and beam one,
have compensating effects (when diffuse increases, beam decreases) and the variation rate of GHI is
less rapid than for DNI. With SP and ANN methods, DNI is predicted with an nRMSE nearly twice as
high than for GHI, but this difference was reduced when the forecast horizon increased and for (h+6),
the accuracy for DNI prediction was the same than for GHI prediction.

Antonanzas et al. [50] reviewed the intra-day ahead forecast performances for PV production
(using GHI as renewable resource) using different numerical prediction models. Various error metrics
were used and calculated according to different definitions, moreover, the forecasting methods were
applied in different meteorological stations; thus, it is very difficult to make a comparison of our results
with the literature in these conditions.

A short bibliographical study [60] on DNI forecasting concludes that the DNI forecasting is
obtained with a lower accuracy than for GHI forecasting and that only a small number of articles are
written on the DNI forecasting at short time horizons as confirmed by Law et al. [20].

7. Conclusions

In this paper, the efficiency of the ANN method was shown for the estimation and the forecasting
of solar irradiation.

Successively, several ANN models were developed:

- An ANN model to determine the 5-min GHI from more available meteorological data (a maximum
of seven measured meteorological data). The nRMSE of the optimized 6-inputs model was 19.35%.

- An ANN model to compute the 5-min GTI from GHI with an accuracy around 8% for the
optimal configuration.

- At last, a forecasting ANN tool was developed to predict hourly DNI and GHI i for a time horizon
from h+1 to h+6. The forecasting of hourly solar irradiation from h+1 to h+6 using ANN was
realized with an nRMSE from 22.57% for h+1 to 34.85% for h+6 for GHI and an nRMSE from
38.23% for h+1 to 61.88% for h+6 for DNI.

ANN methods are very promising even if new artificial intelligence methods are in development,
such as regression trees and random forest.

Author Contributions: Software: A.F. and J.L.D.; Methodology: C.V., G.N. and M.L.N.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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