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Abstract

:

An omni-directional optical system can be used as a surveillance camera owing to its wide field angle. In cases in which a system is designed with a central screen obscuring structure to increase the resolution of the off-axis field, however, the conventional methods cannot be used to measure the effective focal length (EFL). We assumed the actual and theoretical distortion values of the fabricated optical system to be the same and determined the system’s EFL by finding the minimum deviation point of the measured and theoretical distortions. The feasibility of the determined EFL was verified through a tolerance analysis of the system. For these precise measurements we also analyzed the sources of error. To verify our proposed measurement method, we measured the focal length of a center-obstructed omni-directional reflective optical system with an 80–135° field of view (FOV). The EFL from the measurement was 0.3739 mm and was only approximately 11 µm different from the EFL calculated using the design software. Thus, the reliability of focal length measurements in omni-directional optical systems was improved.
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1. Introduction


The 9/11 terrorist attack in New York in 2001 has led to tremendous growth in security-related markets. Most of the key security products that employ optical design technology (e.g., fingerprint identification systems and cameras) are used for building security [1]. These devices capture optical images of people approaching a building to help identify possible intruders among numerous visitors [2]. These cameras often use a zoom lens because normal monitoring is performed in wide mode and zooming allows a person or an object to be observed in tele mode by changing the field of view (FOV) [1]. However, a zoom lens not only has a limited FOV, but also requires mechanical movement if the need-to-be recognized target is beyond its FOV [3,4]. In such cases, security may be compromised if the target approaches swiftly while the camera is moving. To overcome this weakness, an optical system with an FOV of 180° must be used to monitor a wide FOV range with no mechanical movement. Unfortunately, a system with an FOV of 180° or greater does not usually provide satisfactory resolution because the increase in FOV leads to a sharp rise in aberrations such as coma, astigmatism, and field curvature, all of which affect the image quality of the off-axis field [5]. Due to this resolution degradation, a clear image cannot be obtained, nor can the target be accurately recognized even with a high-pixel image sensor [6]. An optical system with a higher off-axis resolution can be designed to overcome this issue by obstructing the center while giving more weight to the off-axis area than the center [7].



If the FOV of a system is increased to greater than 180° and positioned vertically, a 360° wide view perpendicular to the optical axis is possible. This optical system is called an omni-directional optical system [8]. Despite its center being obstructed, there is no functional issue because the screen center is facing the sky. Meanwhile, the system’s effective focal length (EFL), the key physical parameter of an optical system, must be measured to determine the modulation transfer function, distortion, etc. There are four official EFL measurement methods [9] and of these, the nodal slide and magnification methods are the most frequently used. Another method is to use an object at a very far distance to extrapolate data. However, the principles of this method are similar to those of the abovementioned nodal slide and magnification methods. Moreover, these two methods are rarely used in practice [9]. The nodal slide method is based on the principle that chart images never move when a system rotates on its nodal point. Once the nodal point is located, the EFL can be determined. The magnification method, in contrast, uses a chart of known size and a collimator of known focal length to calculate the EFL, using the imaging magnification of the chart that is obtained from the image when the chart passes through the collimator and the test optical system [9]. These methods are characterized by the use of the paraxial property near the screen center, which cannot be applied to a center-obstructed omni-directional optical system. This study investigates a method for measuring the EFL of a center-obstructed omni-directional optical system.




2. Materials and Methods


2.1. Theory


As mentioned in Section 1, the nodal slide or magnification methods are generally used to measure the EFL of an optical system [9]. Figure 1 shows the layout of the focal length measurement system using a nodal bench.



As shown in Figure 1, the measurement system is composed of a collimator, which converts light from a light source into a collimated beam, a test lens to be measured, and an image analyzer, which magnifies the image formed by the test lens [10]. In other words, light starts as a pattern from an object plane illuminated by a light source and is converted into a collimated beam by the collimator lens. The collimated beam then passes through the test lens to form an image and, finally, an image analyzer magnifies the image to ascertain the exact image position. Here, if the sizes of the object plane pattern and the image formed by the test lens are known, we can determine the image magnification of the system equipped with a collimator and the test lens. In addition, if the EFL of the collimator is correctly known, we can find the EFL of the test lens [11].



Next, we move the image analyzer laterally to find the image formed by the test lens after an off-axis beam is incident on the test lens as the collimator rotates. Using the EFL of the test lens obtained earlier and the rotation angle of the collimator, the paraxial image height can be calculated, unless there is distortion by the test lens [12]. The deviation between the calculated paraxial image height and the measured moving distance of the image analyzer becomes a distortion and is described by the following equation [13]:


DIYreal=yTi−f⋅tanθif⋅tanθi



(1)




where f and θ are the EFL of the test lens and the rotation angle of the collimator, respectively. And yTi is the chief ray height measured as the moving distance of the image analyzer. And the subscript i stands for the number of the data measurement.



Due to the obstruction of the central area in an omni-directional system, the image magnification of systems with a collimator and the test lens cannot be measured using a designed measurement system, such as the one depicted in Figure 1. In addition to this image magnification measurement, an alternative method of measurement entails rotating the test lens imperceptibly about its nodal point. However, this method can be used only if the image is formed near the center of the screen. For this reason, it would be impossible to measure the EFL of a center-obstructed test lens using the layout shown in Figure 1.



If the EFL for the layout shown in Figure 1 is not given, it is worth considering the use of Equation (1) to determine the EFL. yTi in Equation (1) refers to the chief ray height for the i-th incidence angle. Let us assume here that the design value obtained from the optical design software is used for the distortion by the incident angle in testing the omni-directional system. By representing the distortion calculated using the optical design software as DIYi and the distortion calculated by Equation (1) as DIYreal, we can calculate the sum of squares of deviation for these two distortions (ϕ) using the following equation:


φ=∑i=1n(DIYreal−DIYi)2=∑i=1n(yTi−f⋅tanθif⋅tanθi−DIYi)2.



(2)







The only unknown value in Equation (2) is f, which is the EFL of the optical system. By differentiating Equation (2) with respect to f we obtain the following equation:


dϕdf=∑i=1n{2yTif3tanθi(f+f⋅DIYi−yTitanθi)}=2f3∑i=1n{f⋅yTi(1+DIYi)tanθi−yTi2tan2θi}.



(3)







By summarizing Equation (3) with respect to f, a condition satisfying the minimum of Equation (2) can be obtained, and the deviation between the theoretical distortion and the measured distortion becomes the minimum. This condition is given by:


f=∑i=1n(yTi2tan2θi)∑i=1n(yTitanθi−yTi⋅DIYitanθi).



(4)








2.2. Measuring the System Configuration


To calculate the EFL using Equation (3), one must know the image height (yTi), the FOV of θ calculated from the object height, and the theoretical distortion of DIYi calculated using the optical design software. In other words, the FOV of θ and yTi should be calculated using Equation (3). For the layout shown in Figure 1, the travel distance of the image analyzer of yTi can be measured by rotating the collimator or test lens by θ. Unfortunately, this method not only requires a precise collimator and an image analyzer, but also a rotation guide to rotate the test lens or collimator and a linear guide to move the image analyzer, which are extremely expensive. The purpose of this study, therefore, is to use an affordable method to measure the focal length of an omni-directional system.



Figure 2 shows the layout for the method used in this study; the illustration in the upper right of Figure 2 depicts the optical layout of the system to be measured in this study. The pattern in Figure 2 is designed to be equally spaced. YT, YB, Yp, and X refer to the overall height of the pattern, the height from the floor surface to the reference plane, the height from the reference plane to the top of the pattern, and the distance between the optical axis and the pattern, respectively. Here, the reference plane is perpendicular to the FOV, which includes the chief ray. A ray reflected from the pattern is captured on the image sensor by the omni-directional system. We can obtain the image height for each position of the pattern as well as the angle θ incident on the optical system from the configuration in Figure 2. The angle of the ray, θ, can be evaluated using the position of each pattern and the distance between the pattern and the optical system.



Figure 3 shows a photograph taken during an experiment performed using the setup shown in Figure 2. The distance from the optical system to the pattern is designed to be longer than the hyperfocal distance. By doing this, we can prevent the degradation of image quality due to defocusing. This also allows us to ignore the magnification changes induced by the pattern height. As a result, the measurement error in the image height can be minimized. The distance to the pattern (X) and the pattern width were chosen such that the image for each pattern was distinguishable in pixels in the measured images. In addition, the four patterns were placed 90° apart, as shown in Figure 3, to ascertain the variation in the EFL with respect to the position around the optical system.





3. Results


3.1. Measurement Analysis and Focal Length Calculation


The specifications of the optical system used in this study are given in Table S1. Six lenses were used in this system. The first lens has a reflective surface on its back. The first lens plays the role of a converter, converting the wide field angle of an item to a narrow field angle. The optical system beyond the second lens is of the retro-focus type, and forms an image of a ray passing through the first lens on the image sensor.



Figure 4 shows the pattern images taken with the system. The patterns were installed 90° apart, as shown in Figure 3, and there are four patterns in the image, as shown in Figure 4. The omni-directional system is generally designed to have the maximum FOV at the shorter side of the image sensor. Thus, the image obtained at the image sensor has the same number of vertical and horizontal pixels, as shown in Figure 4. The calculation of the number of pixels in the pattern helps determine YT using Equation (1). The incident angle, θ, for the pattern can also be easily determined owing to the uniformity of the pattern. For an accurate calculation of YT, however, we need to identify the screen center. The center of the image sensor and that of the optical system may not coincide due to assembly error within the system and the image sensor. Figure 5, an enlarged image of the central obscuration in Figure 4, shows a photograph of the screen center obtained from an extension line of the pattern shown in Figure 4. The center of the screen obtained using this method would be at 744 pixels crosswise and 807 pixels lengthwise from the upper left of the screen.



Figure 6 shows an enlarged image of Point 1 in Figure 4. We used Adobe Photoshop (Adobe Photoshop 2016, Adobe Systems, San Jose, CA, USA) to determine the pattern’s cutoff point. The pattern has alternating black and green rectangles of the same size; hence, we can calculate the pattern height at the edge point where the “G” (green) value of the pixel information changes rapidly, as shown in Figure 6. The pattern height here would be yTi in Equation (1).



Table S2 lists the calculated pattern heights (YT) for the pixel sizes given in Table S1 obtained after calculating YT for the pixels at the edges of the pattern. Table S3 lists the pattern heights used to obtain θ, the FOV of the ray incident on the optical system. X, YT, and YB in Table S3 refer to the distance from the center of the system to the point where the pattern is measured, the height from the bottom of the pattern to the particular pattern shape, and the height from the base to the optical system, respectively. Yp is the difference between YT and YB, from which θ can be calculated. DIY is the distortion calculated from each θ value with the optical system software (Code V, Synopsys, Santa Clara, CA, USA). The YT values in Table S3 are the mean values of those presented in Table S2.



All the variables required to calculate the EFL are thus compiled and the EFL can be calculated by substituting the values from Table S3 into Equation (3). Table S4 lists the EFL values calculated from the FOV (θ) and the distortion (DIY) in Table S3 and YT in Table S2 for the images of four identical patterns. In addition, Figure 7 shows a histogram of the EFLs calculated from the measurements tabulated in Table S4. The average EFL is 0.3739 mm. The calculated EFL is slightly greater than the theoretical value, as can be seen in Figure 7.




3.2. Error Analysis


It is necessary to verify the validity of the calculated EFLs in Table S4, as well as the level of measurement precision. Manufacturing and assembly errors are inevitable when parts are mass-produced. Thus, errors within the limit of the performance boundary of the product are allowed, in general, and such allowed errors are referred to as the tolerance [14,15]. The validity of the measurement method used in this study was verified by checking whether the measured EFL fell within the tolerance range [16]. The EFL of a system can be expressed as a function of the curvature (R), thickness (d), and refractive index (n) of the lens material as follows:


EFL=f(R1,d1,n1,R2,d2,n2,R3,⋯,Ri,di,ni)



(5)




where the subscript I stands for the surface number.



Re-expressing Equation (5) using a Taylor series to identify the infinitesimal changes in the function for each tolerance item gives:


EFL=EFL0+∂f∂RΔR1+∂f∂dΔd1+∂f∂nΔn1+⋯



(6)




where EFL0 is the initial value of the focal length and ΔR,Δd, and Δn refer to errors in the radius of the curvature, thickness, and refractive index, respectively. In this case, only the first-order term needs to be considered because the higher-order terms give little contribution [17]. The coefficients of the errors in the radius of the curvature, thickness, and refractive index in Equation (5) are calculated by differentiating Equation (5). Equation (5) is not analytic, however, and the coefficients of Equation (6) must be calculated by entering the EFL change for the given tolerance into the optical design software. Table S5 lists the EFL sensitivities calculated for a typical tolerance error of an optical system.



If the standard deviations of the curvature, thickness, and refractive index follow a normal distribution of the tolerance error, the standard deviation for the overall changes in the EFL (f) for the system may be calculated by summing the squares of each design variable’s standard deviation. This is because the change in the EFL of the system is expressible as a linear sum of the EFL changes in relation to the errors in each design variable, as shown in Equation (6). Moreover, the standard deviations would be larger if the statistical distribution of each design variable did not follow a normal distribution, but instead followed a triangular or a uniform distribution. Even if the errors are not normally distributed, as long as there are plentiful sample data within the distribution, the standard deviation for the EFL changes may be interpreted equally as the normal distribution based on the central limit theorem [18]. The standard deviation of the triangular distribution with poor error management and that of the uniform distribution, at worst, can be approximately calculated as √2–√3 greater than the standard deviation of the normal distribution [19]. Table S6 lists the calculated standard deviations of the statistical distribution of the design variables when they follow triangular, uniform, and normal distributions.



Under the assumption that each design variable is normally distributed, the standard deviation for the distribution of EFL changes in the optical system calculated from Table S5 would be ~4.84 µm. Thus, the difference between the measured and theoretical EFL is a factor of ~2.2. Moreover, there is a 99.7% probability that the EFL would be distributed within a factor of 3 of the standard deviation because the EFL changes are normally distributed. The statistical distribution of the Newton ring, which indicates the error of curvature at the lens manufacturing stage, and the thickness are prone to be shifted towards a greater mean value [20,21]. The EFL distribution of the manufactured optical system would be shifted slightly more than the design value. Therefore, the measured EFL in this study may be regarded as a valid measurement.



For practical uses of this study, the accuracy of the measurements must be verified. Here, we discuss the possible sources of error during the EFL measurement and methods to improve this measurement. Figure 8 shows the magnified optical paths of the optical system near the first and second lenses. The height from the floor surface to the reference plane changes with changes in the incident angle of the optical system, as shown in Figure 8. This is the first source of error. Because the calculations performed with the measurements, tabulated in Table S3, used the same YB on the assumption that the reference point is the same in all cases, there was error in the height from the reference plane to the pattern, Yp, which caused error in the measured angles. In order to use YB in this calculation instead of the approximation, rays would need to be traced using the system simulation and the height would need to be calculated for each pattern. Since the angle of the pattern and the distance away from the center are set to the same value in the simulation, it would be very difficult to calculate the height corresponding to every ray. Another method for using an approximation of YB, but with less error compared to the previous method, would be to increase X, the distance between the optical system and the pattern. If X is greater than that used in the previous measurement, YT also increases when the same field angle is measured. Because the pattern height, Yp, is the difference between YT and YB, the effect of YB on the calculation error of Yp decreases as YT increases, thus reducing the error in the angle calculation.



The second source of error is the inaccurate recognition of pixels. The reference for determining the cutoff point of a pattern in Figure 6 is the sudden change of the color component in a pixel. The “G” (green) color component is the only one needed because the pattern used in this study has green patterns on a black background. The accuracy of pattern recognition may be enhanced by providing clear contrast in the pattern shape. The third source of error is the tilt error between the measurable optical system and the pattern. In this case, the interval error of the pattern would cause an error in YT. As a solution to this error, a mean value of four patterns was used, and this proved the feasibility of the measured system.





4. Conclusions


The conventional measurement methods for obtaining the effective focal length, such as the nodal slide and magnification methods, are not useful for center-obstructed omni-directional optical systems. Therefore, the focal length of a center-obstructed omni-directional reflective optical system with an FOV of 80–135° was measured by applying the novel measurement method described in this paper. The EFL calculated using the measurements from our proposed measurement system was 0.3739 mm, which was only ~11 µm from the EFL obtained using the design software. In addition, the tolerance was calculated and compared with the theoretical value obtained for the omni-directional optical system to verify the validity of the measurement method. By applying the tolerance level commonly used in practice to the optical system, we concluded that the measured EFL falls within the tolerance range of ±15 µm. The measurement reliability could be increased if the sources of measurement error mentioned in this paper were reduced.
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Figure 1. Layout of the focal length and distortion measurement system. 
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Figure 2. Layout of the measurement system. 
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Figure 3. Photograph of the measurement system. 
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Figure 4. Recorded image. 
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Figure 5. Enlarged image in Photoshop. 
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Figure 6. Enlarged image at Point 1 in Figure 4. 
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Figure 7. Histogram of the measured EFLs. 
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Figure 8. Optical paths of the various rays in the omni-directional reflective optical system. 
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