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Abstract: This paper proposes an interaction method to conveniently manipulate a virtual object by
combining touch interaction and head movements for a head-mounted display (HMD), which provides
mobile augmented reality (AR). A user can conveniently manipulate a virtual object with touch
interaction recognized from the inertial measurement unit (IMU) attached to the index finger’s nail
and head movements tracked by the IMU embedded in the HMD. We design two interactions that
combine touch and head movements, to manipulate a virtual object on a mobile HMD. Each designed
interaction method manipulates virtual objects by controlling ray casting and adjusting widgets.
To evaluate the usability of the designed interaction methods, a user evaluation is performed
in comparison with the hand interaction using Hololens. As a result, the designed interaction method
receives positive feedback that virtual objects can be manipulated easily in a mobile AR environment.

Keywords: touch interaction; head movements; indirect manipulation; augmented reality; mobile HMD

1. Introduction

Manipulating a virtual object is a fundamental and essential interaction task for a user experiencing
augmented reality (AR). To achieve this, selecting, moving, rotating, and changing the size of virtual
objects are basic tasks [1]. At least, the selection, movement, and rotation of an (virtual) object, which are
used to manipulate a real object in everyday life, should be possible in an AR environment.

Currently, owing to the development of computer hardware, several commercial head-mounted
displays (HMDs) [2–5] are available, which a user can use to experience AR in a mobile environment.
Providing room modeling using the simultaneous localization and mapping (SLAM) algorithm,
some HMDs [3,4] allow a user to interact with virtual contents [6]. Especially, a virtual interior
task [7,8], which adds virtual furniture in a real room, requires an interaction method for repeatedly
and conveniently manipulating the remote virtual object in the AR environment.

In such a scenario, there is a limitation in manipulating a virtual object with an existing interface
in a mobile AR environment. The touch interaction achieved using the touchpad attached to an HMD [2]
provides the user with familiar touch interaction and is advantageous as the user does not need to
carry the input device. However, since most of the HMD touchpads are attached to the side of the
HMD, the difference between the touch input space and manipulating space makes it difficult and
inconvenient for a user to manipulate a virtual object [9]. In contrast, through the hand interaction
achieved with a built-in camera in an HMD, the virtual object can be manipulated naturally while
the user manipulates a real object. However, because most cameras are attached in front of the HMD,
the user must raise his/her hands to interact with a virtual object. When the user repeatedly conducts
the task of manipulating the virtual object, this interaction increases the fatigue of the user’s arm.
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The interaction performed using a wand or a controller for manipulating a virtual object [5] has
a wider recognition range than the hand interaction and various interactions can be performed with
the different interfaces built into the wand. However, this is inconvenient to be used in a mobile
environment because the user has to carry additional input devices such as wands and controllers [10].
According to a study on the manipulation of virtual objects [11], manipulating a virtual object with full
degree of freedom (DOF) separation, rather than 6DOF, allows for a more precise control of a virtual
object. In addition, using multiple input modalities produces less fatigue than that produced using
a single input modality [12,13].

This paper proposes two interaction methods for conveniently manipulating a virtual object by
combining touch interaction and head movements on a mobile HMD for experiencing AR as shown
in Figure 1. As the proposed interaction methods consist of two input modalities (touch interaction
and head movements), instead of a single input modality, they cause less fatigue when performing
a task that iteratively manipulates a virtual object. Moreover, the proposed interaction methods can
conveniently manipulate a virtual object because the proposed interaction methods consist of touch
interaction, which is widely used in a smartphone or laptop in daily life, and thus, is familiar to a user,
and the head movement, which is a frequently used interaction when looking around in everyday life.

Figure 1. Conceptual diagram of manipulating a virtual object: An interaction that combines touch
interaction and head movements in a mobile augmented reality (AR) environment on a head-mounted
display (HMD). (A) The user can select the virtual object with ray casting using touch interaction and
head motion. (B) The user can manipulate the selected virtual object using touch interaction and head
motion. (C) A picture of the index finger on a nail-mounted internal measurement unit (IMU) sensor.

In this study, we use AnywhereTouch [14] to recognize touch interaction. AnywhereTouch is
a method for recognizing the touch interaction with a nail-mounted inertial measurement unit sensor
in a mobile environment regardless of the material or slope of the plane [14]. Since AnywhereTouch
can recognize the touch interaction regardless of the slope of the plane, it can solve the problems
when manipulating a virtual object with a touchpad attached to the HMD. Moreover, it is suitable
for touch interaction in a mobile environment because it uses only a sensor, attached to the nail,
as an input device.

The user’s head movements (especially head rotation) can be tracked from the sensors built
in most AR HMDs that can be used in a mobile environment. The head movement is a popular
interaction method in commercialized HMDs [3,4] for selecting a virtual object and is faster and more
efficient than the hand interaction (mid-air hand gesture) [15].

We design two interaction methods to manipulate a virtual object, which combine touch interaction
and head movements with ray casting [16] and Wireframe Widget [17]. Ray casting is one of the
fastest and easiest methods for selecting a virtual object [18]. Here, the user points at objects with
a virtual ray emanating from a virtual hand, and then, the objects intersecting with the virtual ray
can be selected and manipulated. Wireframe Widget is a widget for manipulating a 3D virtual object
in Microsoft Hololens [4], which is a commercial HMD-supporting mobile AR. It can manipulate the
position, rotation, and scale of a virtual object separately with widget objects. A user prefers that the
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position of the 3D virtual object can be manipulated with 3DOF, its angle can be rotated with 1DOF
separation, and its scale can be uniformly manipulated (or adjusted) [19,20]. Wireframe Widget allows
user-preferred interaction when manipulating virtual objects.

When manipulating the position of a virtual object, separation DOF can be manipulated more
precisely than 3DOF [11], and when a user uses a 2DOF controller, he/she prefers to manipulate the 3D
position of the virtual object by separating the 3D position into the position of a plane (2DOF) and that
of an axis (1DOF). Given this background, in this study, we design two interactions to manipulate the
3D position: One input modality manipulating the plane position (2DOF) and the other manipulating
the axis position (1DOF). This paper has the following contributions:

1. We design two interaction methods that combine touch interaction and head movements, which
can conveniently manipulate a virtual object in a mobile AR environment.

2. We confirm that the proposed interaction methods, which are compared with mid-air hand
interaction, can conveniently perform the task of repeatedly manipulating a virtual object.

3. Through user evaluation, we confirm that the interaction methods using head movements do not
cause serious dizziness.

The remainder of this paper is organized as follows. The following section briefly introduces the
related work. Section 3 explains the two interactions designed by combining touch interaction and
head movements and explains how to manipulate a virtual object with ray casting and the Wireframe
Widget by using the designed interactions. To evaluate the proposed interaction methods, in Section 4,
we describe user evaluation of manipulating a virtual object. Section 5 discusses the results of the
experiment and presents the conclusions.

2. Related Work

2.1. Virtual Object Manipulation Method Using a Mouse

It is difficult to manipulate a 3D virtual object directly with a mouse, which is mainly used for interaction
on a computer. To overcome the mapping of an input space, such as a mouse, to a manipulation space in 3D
with the mouse, 3D object manipulation using widgets has been studied [21–23].

Houde proposed a widget to move and rotate a virtual object by using a bounding box that has
four handles surrounding the selected virtual object [22]. Conner et al. proposed a mouse interaction
method that can move, rotate, and scale a virtual object with a widget that has small spheres attached
at the end of the six axes [21]. Shoemake proposed Acrball, which is a sphere widget for wrapping
a virtual object, for rotation manipulation of virtual objects [23]. When a user draws an arc over the
sphere widget with the mouse, Acrball calculates the rotation quaternion by determining the rotation
axis and rotation angle. Three-dimensional modeling programs such as Unity3d [24], Maya [25],
and Blender [26] use input techniques that can manipulate a virtual object with a mouse, based on the
above technique [27].

2.2. Virtual Object Manipulation Method with Touch Interaction

This interaction method directly manipulates the virtual contents on the touchscreen with
touch interaction. tBox can control 9DOFs of a virtual object with the Wireframe Cube Widget [28].
When a user drags the edge on the Wireframe Widget, the virtual object is moved to that axis, and when
the user drags the face of the Wireframe Widget, the virtual object is rotated. LTouchIt [29] can be used
for direct manipulation for translations based on the rotation of a camera, and rotate a virtual object
using a widget. Au et al. proposed an input method to manipulate a virtual object by relying on the
standard transformation widgets, which comprise six axes, for multi-touch gestures [30].

Manipulating a virtual object with touch interaction on the touchscreen can be handy, depending
on the scenario. However, it can be inconvenient for a user wearing an HMD in a mobile environment
to perform a touch interaction while holding the touchpad. Moreover, this interaction makes it difficult
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to freely interact with a virtual object regardless of the user’s field of view (FOV), due to the limited
input space for recognizing the touch interaction.

Touch interaction for manipulating a virtual object on a mobile HMD has been studied previously.
FaceTouch is an input technique proposed to manipulate a virtual object with a touchpad attached
to the front of a virtual-reality HMD [9]. As the touch interaction has a 2D input space, FaceTouch
uses a widget to manipulate a virtual object. Moreover, since the touch input device is attached to the
HMD, it has high mobility and allows a user to conveniently manipulate a virtual object in his/her FOV.
Despite these advantages, it is difficult to use the touchpad as an input device in an HMD-supporting
mobile AR because it is attached to the front of the HMD. To recognize a touch interaction in an HMD
that can experience mobile AR, Xio et al. proposed MRTouch, which can recognize touch interaction
on a plane by using a camera built in the HMD and manipulate the virtual object [31]. In addition,
MRTouch uses a widget to manipulate 3D virtual objects. However, MRTouch has a limitation that
the finger for recognizing the touch interaction and the virtual object to be manipulated can only be
recognized on the same plane.

2.3. Virtual Object Manipulation Method with Hand Gestures

Owing to the technology of computer vision, a user can interact with a virtual object like a real
object by using realistic hand postures recognized from a computer vision [32]. However, it is difficult
to precisely manipulate the virtual object due to the self-occlusion of the hand or limitation of human
accuracy. Moreover, because the camera for recognizing the hand gesture is attached to the front of
the HMD, the user has to raise his/her hand to interact with the virtual content. Manipulating virtual
objects with these interactions for a long time causes fatigue to a user.

Frees et al. proposed precise and rapid interaction through scaled manipulation (PRISM) to
manipulate virtual objects accurately with hand motions [33]. PRISM is an interaction method for
manipulating a virtual object by adjusting the ratio to manipulating a virtual object based on the user’s
hand speed. Mendes et al. proposed an interaction method to manipulate a virtual object by separating
the DOF with a virtual widget [11]. Although this method can manipulate virtual objects more precisely
than PRISM, the task completion time increases with the number of DOFs to be manipulated.

GoGo, which can manipulate a virtual object with a hand whose position is non-linearly adjusted,
has been proposed to manipulate distant virtual objects [34,35]. According to [15], the ray casting
method using head motion is more efficient than that using hand motion.

2.4. Virtual Object Manipulation Method with More Than Two Input Modalities

Nancel et al. proposed interaction methods to precisely manipulate a virtual object displayed on
a wall with head motion and touch interaction using a touchpad [36]. However, this is inconvenient for
a user wearing mobile HMDs in a mobile environment, because it is not preferable for a user to interact
with a virtual object while holding the input device [10]. Lee et al. and Piumsomboon et al. proposed
an interaction method to manipulate a virtual object in virtual reality (VR) with head motion and voice,
where voice input was used to switch the modes (for example, translation or rotation) of manipulation [37,38].
Although voice input is suitable for use in a VR environment, in a mobile AR environment, the recognition
rate of the speech recognition method may drastically decrease due to ambient noise. Ens et al. proposed
an interaction method to manipulate the virtual content with touch interaction recognized from a ring-type
touchpad and hand motion recognized from a camera built in the HMD [39]. However, because the user
has to raise his hand to interact with the virtual content, the fatigue caused to the arms can be problematic
when manipulating the virtual content for a long time.

3. Methods

This section describes the proposed interaction method for manipulating a virtual object. In this
study, the tasks of manipulating virtual objects are selection, movement, and rotation. Translation
and rotation are the most common manipulation tasks in a virtual environment and most similar
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to manipulating objects in the physical world [27]. Before translating or rotating a virtual object,
a user must select it. We first select a virtual object using ray casting, and then, design two interaction
methods; we describe these procedures in detail in the followings section.

After the virtual object is selected using ray casting, the tasks of translating the position of the 3D
virtual object and rotating its angle are performed using a widget. Here, we use the Wireframe Widget [17]
used in the Hologram Application in Hololens, which allows a user to translate a virtual object, rotate it
around an axis, and scale it uniformly in three dimensions. Figure 2 shows a flow diagram of the overall
state of the manipulation task of a virtual object. After the virtual object is selected, it is selected again
and its 3D position is manipulated. When selecting a sphere in the center of the edge on the Wireframe
Widget, we can rotate the virtual object around the edge’s axis. When selecting a cube at the corner on the
Wireframe Widget, we can uniformly scale the size of the virtual object. However, the scaling task is not
conducted in the user experiments in this study. When recognizing the tap gesture in a certain manipulation,
the manipulation task ends and visualizes the Wireframe Widget again.

Figure 2. Flow diagram of virtual object manipulation.

3.1. Finger Interaction: Touch Interaction for Manipulating a Virtual Object

In Finger Interaction, the task of selecting a virtual object is performed with AnywhereTouch [14],
which is an interface for touch interaction in a mobile AR environment. As AnywhereTouch takes
several steps to calculate the slope of the plane on which a finger is touched, to simplify the calculation,
we assume that the user performs touch interaction on a horizontal plane. As if manipulating the
cursor with a typical mouse, the direction of the virtual line in ray casting is controlled by the finger
position tracked from AnywhereTouch and the finger gesture (Tap) recognized from AnywhereTouch
is used as a trigger to select a virtual object.

This section describes Finger Interaction, combined with head movements and touch interaction.
When manipulating the position of virtual objects with Finger Interaction, the virtual object’s position
on the XY plane is manipulated by position of the finger on a plane and its height is manipulated by
the pitch axis angle of the user’s head movements. The user can manipulate the 3D position of the
virtual object by using the separation DOF according to the combination of the interactions. When the
head movement and touch interaction are performed simultaneously, the 3D position can also be
manipulated simultaneously. When a user moves his/her finger on the plane without moving his
head, he/she can manipulate only the virtual object’s position on the XY plane. Conversely, when the
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user moves his/her head without moving his/her finger, only the height of the virtual object can be
manipulated. Moreover, when manipulating the position of a virtual object, Finger Interaction causes
the user to have less fatigue even when manipulating a virtual object for a long time, because it uses
two input modalities.

The tasks of rotation and scaling of a virtual object using Finger Interaction can be manipulated
with 1DOF by controlling objects (spheres and cubes) of the Wireframe Widget using touch interaction.

In Finger Interaction, the height of the virtual object (position in the z-axis) is controlled using
head movement. Figure 3 illustrates how to manipulate the height of the selected virtual object using
the angle of pitch axis, where Zinit is the height (z-axis value) of the selected virtual object and θinit is
the angle of the pitch axis when the user selects a virtual object. The height’s variation (∆Z) of the
selected virtual object is calculated using the distance (XYpos) between the user and the virtual object
positions projected on the XY plane and the angle’s variation (∆θ) of the pitch axis. The height of the
virtual object is manipulated by the sum of Zinit and ∆Z. The Finger Interaction column of Table 1
describes the manipulation of a virtual object using Finger Interaction.

Figure 3. Conceptual illustration of manipulating the height of a virtual object with head rotation.

Table 1. Each interaction method to manipulate a virtual object.

Manipulation

Interaction
Finger Interaction Head Interaction Hand Interaction

Selection

Translation

Rotation

3.2. Head Interaction: Head Motion (Rotation) to Manipulate a Virtual Object

Unlike Finger Interaction, which mainly uses AnywhereTouch to manipulate a virtual object,
Head Interaction mainly uses head movements. Here, the ray casting direction is manipulated using
the head’s pitch and yaw axes and the finger gesture (Tap) is used as a trigger, similarly to the case of
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Finger Interaction. With the position of the cursor fixed in the center of the user’s FOV, a virtual object
in a commercialized HMD has been selected using the head rotation [2–5].

Similar to the case of Finger Interaction, in Head Interaction as well, the position of the virtual object is
manipulated by separating the positions of the plane (2DOF) and axis (1DOF). However, in Head Interaction,
the position of the virtual object on the YZ plane is manipulated from the head rotation (angles of pitch
and yaw axes), while that on the x-axis is manipulated by using the degree to which the finger is bent from
AnywhereTouch. Figure 4 shows an example image of manipulating the position of the virtual object on
the YZ plane by using the rotation of the pitch and yaw axes. In Figure 4, when a virtual object is selected,
it is assumed that there is a virtual YZ plane at the x-axis position of the virtual object. When rotating the
head without moving the finger, the position of the virtual object is translated to that where the virtual line
extending from the center of the head hits the YZ plane. The user can manipulate the rotation of a virtual
object with head rotation, similarly to the position manipulation of a virtual object performed after selecting
a sphere of the Wireframe Widget. The Head Interaction column of Table 1 describes the manipulation of
a virtual object using Head Interaction.

Figure 4. Example image of how to manipulate the position of a virtual object using Head Interaction.

3.3. Hand Interaction: Hand Gesture for Manipulating a Virtual Object

The interaction described in this section is a mid-air hand interaction used in Hololens. In this
paper, we refer to this interaction as Hand Interaction, where the Tap gesture (called the air-tap
in Hololens) is performed by the index finger and thumb with the other finger bent [4]. This air-tap is
used as a trigger in ray casting. The method of manipulating a virtual line of ray casting is the same as
the case of Head Interaction.

After selecting a virtual object in Hand Interaction, the user can manipulate its 3D position by
selecting the virtual object again. The 3D position of the virtual object can be manipulated by moving
the hand freely in three-dimensional space with an air-tap motion. The user can rotate a virtual object
with the air-tap motion after selecting the sphere of the Wireframe Widget around the axis he/she
wants to rotate. The Hand Interaction column in Table 1 describes the manipulation of a virtual object
using Hand Interaction.

4. Experiments

In this study, we conducted user experiments to compare our designed interactions, i.e., Finger
Interaction and Head Interaction, with the Hand Interaction used in Hololens. Each interaction was
conducted with the user wearing Hololens. When completing the manipulation of the target object,
the complete time, position error, and angular error were measured. In addition, to evaluate the
usability of each interaction method, the participants were addressed the computer system usability
questionnaire (CSUQ) [40], simulator sickness questionnaire (SSQ) [41], and the questionnaire in Table 2,
and then, were interviewed individually. While answering the questions in Table 2, the participants
were asked to provide their opinions on a five-grade scale ranging from strongly disagree (1) to strongly
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agree (5). The experiments were approved by the Institutional Review Board in Korea Institute of
Science and Technology with ID: 2018-010, and informed consent has been obtained for each subject.

Table 2. Questionnaire.

No. Question

1 This interaction is convenient to select the target object.
2 This interaction is convenient to translate the target object.
3 This interaction is convenient to rotate the target object.
4 This interaction is convenient for manipulating a virtual object.
5 This interaction is useful for manipulating virtual objects repeatedly.
6 This interaction is convenient for use in public places.

4.1. Task

Before conducting the experiments, the participants were made to practice the use of
AnywhereTouch for about 10 min, during which they practiced moving a cursor and tapping
to select the menu with AnywhereTouch, like controlling the cursor with a mouse. To prevent drift
of the IMU sensor, calibration was performed for each task. The participants performed the tasks of
translating the virtual object on the y-axis (Manipulation 1), translating the virtual object on the XY
plane (Manipulation 2), rotating the virtual object (Manipulation 3), and manipulating the 3D position
and rotation of the virtual object (Manipulation 4) with three interactions. They repeated each task
three times. In these experiments, the order of interaction was random, while that of the tasks was
sequential (Manipulation 1, Manipulation 2, Manipulation 3, and Manipulation 4). Figure 5 illustrates
each task of manipulating a virtual object. After selecting a target object, in each task, the participants
were requested to translate or rotate the target object with each interaction to match the objective object.
After the experiment for manipulating the virtual object, the participants were requested to answer the
questionnaires and were interviewed individually. We evaluated the usability of each interaction from
the results of the CSUQ, questionnaire in Table 2, and individual interviews. In addition, we evaluated
the degree of dizziness of each interaction from the result of the SSQ.

Figure 5. Pictures of each task about the target object (brown Car) and objective object (green Car).
(A) The task of translating the target object (brown Car) to the objective object (green Car) along the y-axis
(Manipulation 1). (B) The task of translating the target object (brown Car) to objective object (green Car)
on the XY plane (Manipulation 2). (C) The task of rotating the target object (brown Car) to match the
objective object (green Car) around the y- and -axes (Manipulation 3). (D) The task of translating and
rotating the target object (brown Car) to match the objective object (green Car; Manipulation 4).

4.2. Apparatus

We used a computer with an Intel i5 4690 CPU, 8GB of RAM, and an Nvidia GTX 1060 graphics card.
For the recognition of AnywhereTouch, a wireless IMU sensor (EBIMU24GV2, E2Box, Gyeonggi-do,
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Korea) was used. The HMD used in the experiment was Microsoft’s Hololens. The virtual environment
is created by Unity3d [24].

4.3. Participants

Eighteen subjects (average age = 26.72, STD: 2.49, male = 11, female = 7) participated in this
experiment, all of who were right-handed and 10 subjects had AR experience.

5. Results

During the experiments, we collected the data from logging mechanisms and ran the Shapiro–Wilk
test to assess the normality of the collected data. The normally distributed data were analyzed using
the repeated measures analysis of variance (RMANOVA) test and the other data were analyzed using
the Friedman test.

5.1. Completion Time

The completion time was measured from the time when the target object was selected to that when it
was released. For Manipulation 1 and Manipulation 2, RMANOVA (Greenhouse–Geisser correction for
the violation of sphericity) showed statistically significant differences in completion time (Manipulation
1: F(2, 34) = 45.902, p < 0.001, η2 = 0.73; Manipulation 2: F(2, 34) = 22.186, p < 0.001, η2 = 0.566).
However, for Manipulation 3 and Manipulation 4, there was no statistically significant difference
in completion time. Figure 6 shows the graph of completion time for each task.

Figure 6. Mean completion time for each interaction (+/- standard deviation of the average).

As a result of the post-hoc test conducted using Bonferroni correction, in Manipulation 1,
the completion time of Hand Interaction (M � 1 min 08 s) was longer than those of Finger Interaction
(M � 30 s, p < 0.001) and Head Interaction (M � 20 s, p < 0.001). In addition, the post-hoc test revealed
that the completion time of Finger Interaction (M � 30 s) was more than that of Head Interaction
(M � 20 s, p < 0.017).

As a result of the post-hoc test conducted using Bonferroni correction, in Manipulation 2,
the completion time of Hand Interaction (M � 38 s) was more than those of Finger Interaction (M � 21 s,
p < 0.001) and Head Interaction (M � 19 s, p < 0.001). However, there was no statistically significant
difference between the completion times of Finger Interaction and Head Interaction in Manipulation 2.

5.2. Position Accuracy

The position error in millimeters was calculated using the L2 norm between the positions of
the target and objective objects. Figure 7 illustrates the graph of position error for each task, except
Manipulation 3. Manipulation 3 did not calculate the position error because it was the task to only
rotate the virtual object. The position error for each task did not find a statistically significant difference.
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Figure 7. Position error graph (+/− standard deviation of the average). The mean of the (a) position
error for each interaction, (b) x-axis position error for each interaction, (c) y-axis position error for each
interaction, and (d) z-axis position error for each interaction.

Furthermore, we analyzed the position error of each axis. The Friedman test showed no statistically
significant difference in the x- and z-axis positional errors among the interaction methods, but in the
Manipulation 4 task, the y-axis position error showed a significant difference (χ2(2) = 6.778, p = 0.034).
In the Manipulation 4 task, the average of y-axis position error for Hand Interaction (M = 5.36 mm)
was significantly less than those for Finger Interaction (M = 9.46 mm, Z = –2.243, p = 0.025) and
Head Interaction (M = 7.29 mm, Z = –2.417, p = 0.016). However, there was no statistically significant
difference between Head Interaction and Finger Interaction.

5.3. Angle Accuracy

The angle error in degrees was calculated using the L2 norm between the angles of the target
object and objective object. Figure 8 illustrates the graph of the angle error for each task. Manipulation
1 and Manipulation 2 did not calculate the angle error because they were the tasks for only translating
the virtual object. As a result of the RMANOVA test (Greenhouse–Geisser correction for the violation
of sphericity), there was no statistically significant difference for the three interaction methods
(F(1.680, 28.554) = 3.022, p = 0.072).

Figure 8. Cont.
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Figure 8. Angle error graph (+/- standard deviation of the average). The mean of the (a) angle error for
each interaction, (b) x-axis angle error for each interaction, (c) y-axis angle error for each interaction,
and (d) z-axis angle error for each interaction.

In addition, we analyzed the angle error of each axis. In Manipulation 3, the average angle error
for each interaction was not statistically significant. However, in Manipulation 4, the average of angle
error about the x-axis (χ2(2) = 13.059, p = 0.001) and y-axis (χ2(2) = 6.778, p = 0.034) for each interaction
was statistically significant.

The angle error of the y-axis for Finger Interaction (M = 8.585◦) was statistically significantly
greater than those for Hand Interaction (M = 5.028◦, Z = −2.156, p = 0.031) and Head Interaction
(M = 4.858◦, Z = −2.548, p = 0.011). However, there was no statistically significant difference between
Head Interaction and Finger Interaction. On the other hand, the angle error of the x-axis for Head
Interaction (M = 1.039◦) was statistically significantly less than those for Finger Interaction (M = 4.278◦,
Z = –1.977, p = 0.048) and Hand Interaction (M = 6.362◦, Z = −3.593, p < 0.001).

5.4. Dizziness

As a result of the Friedman test for the SSQ, there was no statistically significant difference in the
degree of dizziness for each interaction (nausea: χ2(2) = 1.217, p = 0.544, oculomotor: χ2(2) = 0.133,
p = 0.936, disorientation: χ2(2) = 0.133, p = 0.945, total: χ2(2) = 0.034, p = 0.983). The maximum
difference in the average SSQ score was about 6. Figure 9 shows the graph of the SSQ score for
each interaction.

Figure 9. Average of the total simulator sickness questionnaire (SSQ) score and three scores for nausea,
oculomotor symptoms, and disorientation for each interaction (+/- standard deviation of the average).

5.5. Usability

The average of the CSUQ score for Head Interaction was slightly higher than those for the other
interaction methods. However, we found no significant difference in the CSUQ score using RMANOVA
(Huynh–Feldt correction for the violation of sphericity; overall: F(2, 34) = 1.693, p = 0.199, system
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usability: F(2, 34) = 1.669, p = 0.203, information quality: F(2, 34) = 1.415, p = 0.257, interface quality:
F(2, 34) = 1.084, p = 0.350). Figure 10 illustrates a graph of the CSUQ score for each interaction.

Figure 10. Average of the computer system usability questionnaire (CSUQ) scores for each interaction
(+/- standard deviation of the average).

As a result of the questionnaire in Table 2 shown as Figure 11, there were statistically significant
differences between Q5 (χ2(2) = 16.259, p < 0.0005) and Q6 (χ2(2) = 7.283, p = 0.026). When repeatedly
manipulating a virtual object, the participants did not prefer Hand Interaction (M = 2.056) over
Head Interaction (M 3.778, Z = –3.247, p = 0.001) and Finger Interaction (M = 3.111, Z = −2.799,
p = 0.005). Moreover, in this case, the average preference of Finger Interaction was higher than that
of Hand Interaction, but there was no statistically significant difference between the two methods.
We found that the participants did not prefer Hand Interaction (M = 2.833) over Finger Interaction
(M = 3.778, Z = −2.555, p = 0.011) and Head Interaction (M = 3.556, Z = −1.960, p = 0.05) in public
places. Moreover, in this case, there was no statistically significant difference in users’ preference
between Finger Interaction and Head Interaction.

Figure 11. Average score of questionnaires for each interaction (+/- standard deviation of the average).

6. Discussion

6.1. Completion Time

When a participant fulfilled Manipulation 1 and Manipulation 2, which were the tasks of
translating a virtual object, Hand Interaction took longer than Head Interaction and Finger Interaction.
While translating a virtual object with Hand Interaction, the virtual object was also rotated according
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to the head rotation. As the participant rotated the virtual object after translating a virtual object with
Hand Interaction in Manipulations 1 and 2, the completion time of Hand Interaction was longer than
those of the other two interaction methods.

For Manipulation 1 with Hand Interaction, it might have taken a long time to manipulate
the virtual objects because of the learning effect. Before manipulating a virtual object for the four
tasks, the participants had time to practice AnywhereTouch but did not have time to practice Hand
Interaction. However, the participants practiced only to control the cursor with AnywhereTouch before
the experiments were initiated. Although the reason why the completion time of Hand Interaction
in Manipulation 1 took longer than the other interactions might be that the participants did not have
time to practice Hand Interaction, in Manipulation 2, which was performed after Manipulation 1,
the completion time of Hand Interaction was longer than those of other interactions because both the
position and angle of the virtual object were changed when translating it with Hand Interaction.

In Manipulation 4, the completion time for each interaction was not statistically significant
different, but that of Finger Interaction was the longest. Since the control display (CD) ratio of Finger
Interaction was higher than those of the other interaction methods, the completion time of Finger
Interaction might have been longer than those of the other interaction methods. We set the CD ratio of
the finger position in Finger Interaction to above 1 (in this paper, we set CD ratio to 2) because the
space whose finger position can be tracked by AnywhereTouch was narrower than that whose virtual
object was manipulated. As the CD ratio of Finger Interaction was higher than those of the other
interactions when the virtual object was translated after being selected, the virtual object sometimes
disappeared in the user’s FOV. As the CD ratio of Finger Interaction was high, its position and angle
errors tended to be higher than those of the other interaction methods.

6.2. Position Accuracy

Although there was no statistically significant difference in the position error among the three
interaction methods, the mean of the position error for Hand Interaction was the smallest, while that
for Finger Interaction was the largest. Although the position error difference between Hand Interaction
and Head Interaction was about 3 mm in the task of only translating a virtual object, it was increased
to about 7 mm in Manipulation 4, which was a task of manipulating the angle and position of
a virtual object.

Through analysis of the position error of each axis, we found the cause of the position error of
Head Interaction to be greater than that of Hand Interaction. As shown in Figure 7, the average position
error between the x- and y-axes in Head Interaction was less than that in Hand Interaction. However,
the average position error of the z-axis in Head Interaction was greater than that in Hand Interaction.
As the z-axis position of the virtual object was undesirably translated when the participants performed
the Tap operation slowly using Head Interaction, the position error of Manipulation 4 using Head
Interaction was greater than that of Manipulation 1 or 2.

The position error of the Finger Interaction was higher than those of the other interaction methods
because the CD ratio was too high to precisely manipulate a virtual object [42] and the interaction to
translate a virtual object along the -axis was the same as the Head Interaction.

6.3. Angle Accuracy

The angle error for the three interaction methods was not statistically significant, but the average
angle error for Head Interaction was less than that for Hand Interaction. For the angle error around
the x- and z-axes, Head Interaction and Finger Interaction were less than Hand Interaction. However,
in Manipulation 3, the angle error around the y-axis for Hand Interaction was larger than that for
Hand Interaction and the angle error around the y-axis for Finger Interaction was larger than the y-axis
rotation error of Hand Interaction in Manipulation 4. The reason the angle error around the y-axis
for Head Interaction and Finger Interaction was larger than that for Hand Interaction is similar to the
reason the position error along the x-axis for Head Interaction and Finger Interaction was larger than
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that for Hand Interaction. As the rotation of the virtual object was performed with the head movement
and release was performed with a Tap gesture recognized by AnywhereTouch, there was a little gap
in the angle error between Head Interaction and Hand Interaction. However, as both translation of
the virtual object and release were performed with finger movement recognized by AnywhereTouch,
a gap between the position errors of Head Interaction and Hand Interaction occurred.

6.4. Dizziness

In this paper, we proposed an interaction combining head movement and touch interaction.
Since head movements can cause dizziness to the user, we compared the degrees of dizziness of Finger
Interaction and Head Interaction using head movement with Hand Interaction through SSQ.

SSQ showed no significant difference in the total SSQ score and three scores for nausea, oculomotor
symptoms, and disorientation. Rebenitsch et al. found that the simultaneous pitch- and roll-axis
rotations caused higher dizziness to the user than one-axis rotation in the virtual environment [43].
Although we used only the head rotation of one axis to rotate the virtual object in Head Interaction,
we used the head rotation of the yaw and pitch axes simultaneously to translate the virtual object
in Head Interaction. AR is a technology that visualizes a virtual object in a real physical environment,
so the background does not rotate dramatically. Therefore, even if the user’s head is rotated (slowly)
around the yaw and pitch axes in AR, it does not cause serious dizziness to the user because the
surrounding background does not change dramatically.

6.5. Usability

Although the results of the CSUQ score showed that there is no significant difference among the
three interaction methods, the results of CSUQ for the three interaction methods were positive for
all four aspects: System Usefulness, Information Quality, Interface Quality, and Overall. In addition,
Head Interaction got the highest average of the CSUQ score among the three interaction methods.

For Hand Interaction, some participants gave positive feedback that they could manipulate the
virtual object by moving their hands. On the other hand, some participants gave negative feedback that
during the manipulation, the virtual object was stopped in the middle. This is because the participants
performed hand gestures outside the camera’s FOV. This feedback was because the user did not know
the recognition range of the camera that could recognize the hand gesture when manipulating the
virtual object using Hand Interaction.

We found that the participants preferred Head Interaction over Hand Interaction or Finger
Interaction when repeatedly manipulating the virtual object. Since Hand Interaction requires the hand
to be raised to manipulate the virtual object, this interaction increases the fatigue of the arm when
manipulating the virtual object for a long time. In contrast, Finger Interaction does not have to interact
with the virtual object with the hand raised, but has a problem that the virtual object is occasionally
out of sight due to the problem of high CD ratio. In Head Interaction, on the other hand, the user can
manipulate the virtual object without raising his/her hand at the center of his/her FOV.

Moreover, the participants did not prefer to use Hand Interaction in public because the manipulation of
the virtual object requires the users to raise their hands. These results can also be found in other studies [10].
On the other hand, Finger Interaction and Head Interaction, which can manipulate the virtual objects
without the user needing to raise his/her hands, received high scores from participants.

7. Conclusion

This paper proposed interaction methods to conveniently manipulate a virtual object by combining
touch interaction and head movements on a mobile HMD for experiencing AR. The proposed interaction
methods (Head Interaction and Finger Interaction) were evaluated through user experiments through
a comparison with Hand Interaction on Hololens. There was no statistically significant difference
in the objective data, which comprised of the completion time, position error, and angle error obtained
from the user experiments. The usability assessment obtained from the questionnaire and individual
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interviews showed that the proposed interaction methods (Head Interaction and Finger Interaction)
are better than Hand Interaction. In particular, the results of the questionnaires addressed to the
participants indicated that Head Interaction was preferred over other interaction methods for selecting
the virtual object, repeatedly manipulating it, and manipulating it in public places. Therefore, Head
Interaction makes it possible to conveniently manipulate a virtual object for a user wearing a mobile
HMD to provide AR. In the future, we plan to research interfaces and interactions that can precisely
manipulate the virtual object in a mobile AR.
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