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Abstract

:

This paper devotes to the robust stability problem for an uncertain linear time invariant (LTI) feedback system with actuator saturation nonlinearity. Based on a three degree of freedom (DOF) non-interfering control structure, the robust stability is enforced with the describing function (DF) approach for an uncertain LTI system to avoid the limit cycle. A new type of anti-windup (AW) compensator is designed using the quantitative feedback theory (QFT) graphical method, which results in a simple design procedure and low-order AW control system. One of the most significant benefits of the proposed method is free of the non-convexity (intractable) drawback of the linear matrix inequality (LMI)-based approach. The analysis conducted on the benchmark problem clearly reveals that the proposed QFT-based anti-windup design is able to handle both saturation and uncertainty in a very effective manner.
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1. Introduction


Unwanted oscillatory behavior is the most common reason for instability in many applications, especially electrical circuits. A stable oscillatory motion (limit cycle) has been observed in many practical systems, for instance, in electrical circuits and systems such as buck converters [1], Chua’s circuits [2], power systems [3], bang-bang clocks and data recovery circuits [4], and Micro-electro mechanical systems (MEMS) oscillators [5]. The intense research on the limit cycle behaviors focuses on establishing their existence, investigating their stability and bifurcations analysis [2], and so on. For single-input single-output (SISO) systems, the existence problem was investigated by the well-known describing function (DF) method from the classical control techniques [6]. The DF method leads to results which are not rigorous in nature but the empirical evidence over many decades has proven the power of the DF method. The actuator input saturation is the main reason for the limit cycle development. All actuator devices are subject to amplitude saturation [7]. For example, current, voltage, and every conceivable physical input is ultimately limited. The reliable operation and acceptable performance of most systems must be accessed in the light of actuator saturation. Anti-windup (AW) techniques have been proposed to account a priori for the presence of saturation nonlinearity. AW designs based on model-based linear matrix inequality (LMI) methods [8], Internal model control (IMC) method [9], and sector methods are becoming popular in recent years. As mentioned in [9], most of the abovementioned works assume that if the linear design is robust, then the constrained system with AW compensation will continue to be robust. However, this view was proven wrong in [10].



Input saturation is a common behavior, and significant nonlinearity exists in all practical control systems because of the physical limits of actuators. The saturated actuator can break the feedback loop and hence the closed-loop system becomes unstable or the limit cycle occurs. This finally degrades the performance (anti-windup) when the controller is implemented. AW design with uncertainty is a challenging problem at least in a non-conservative way. It is known that integral quadratic constraint (IQC)-based design characterizing the saturation and uncertainty is a less conservative and promising one [11]. But, in general, this approach is non-convex and thus intractable. By converting the AW problem into a graphical-style design, for the SISO systems, the non-convexity associated with an LMI-based approach is effectively and largely avoided. One such a graphical design method for the uncertain system is the quantitative feedback theory (QFT). QFT design naturally results in relatively simple design structure and low-order AW compensator which is useful from a practical point of view. To name an earlier QFT AW design approach, the describing function–based approach to analyze the limit cycle for an uncertain system is proposed in [12]. The saturation nonlinearity is replaced by an uncertain gain as part of the open-loop uncertainty and the QFT design is performed in a two degrees of freedom (2-DOF) structure as shown in Figure 1. In this figure, the uncertain system, the feedback controller, and the prefilter are denoted by P, G, and F, respectively. Moreover, the saturation input and output are represented by U and V. The 2-DOF structure does not make it possible to avoid limit cycling in a conditionally stable system. This work is extended for the 3-DOF structure in [13], similar to the one shown in Figure 2, suggested by Horowitz [14]. In this figure, C and H represent the feedback controller and the AW controller, respectively. In addition, harmonic balance and the multiplier technique are applied to analyze the limit cycle within the QFT framework in [15]. The idea is to replace the nonlinear system by an equivalent frequency locus and use it jointly with the uncertain linear systems to compute the constraint region for a stabilizing controller using the QFT loop shaping. The multiplier theory is extended for a 3-DOF non-interfering control structure in [16] as shown in Figure 3. In this figure, G and E represent the feedback controller and the AW controller, respectively. The control structures in Figure 2 and Figure 3 are equivalent, with C = G/(1 − E) and H = E/(1 + E).



Another line of QFT-based design for the anti-windup problem is based on establishing a non-overshooting condition under input saturation for uncertain systems [17]. The theory proposed by Horowitz [14] is used in [17], and the robust stability is ensured by the circle criterion and the describing function technique. In [9], the AW problem is solved in the framework of a mismatch system. Furthermore, the design step involves the nonlinear loop which determines the stability during the saturation period and the disturbance filter used to compensate the signal required to meet the ideal linear response. Excellent surveys regarding different anti-windup techniques for uncertain systems are given in [18]. In general, the existing LMI-based approaches to AW design for a system with uncertainty and saturation nonlinearity are non-convex (intractable) or at least less conservative. The difficulty in searching for the multiplier (infinite dimension) [16] and the restriction involved in designing the AW controller (pole–zero cancellation, strictly proper) [13] are the main motivation for this work. In other words, the main aim of this article is to present a QFT-based AW design to alleviate the effects (divergent limit cycle for conditionally stable system) of saturation nonlinearity in uncertain linear SISO systems using the 3-DOF non-interfering structure (direct manner).



Consequently, the technical novelty and contributions of this work are summarized as follows:




	
An anti-windup control design approach is presented using the QFT method for an uncertain linear time invariant (LTI) SISO system with input amplitude saturation.



	
Design constraint for the AW compensator to avoid the limit cycle and the saturation compensation are developed and translated into frequency domain bounds on the Nichols chart for synthesis purpose.



	
The technical novelty is the development of the proposed method directly on the 3-DOF non-interfering control structure, shown in Figure 3, as opposed to the indirect method [13]. With this framework, the proposed method does not require any restriction on the AW controller unlike the method in [13], in which one must take care of unstable pole–zero cancellation in designing the AW controller.








The effectiveness of the proposed method is validated through a comparative work between the proposed method and existing methods [13,16] using a benchmark problem. It is found to perform better than the existing methods, in terms of lesser overshoot than [13] and faster response time as compared to [16].



The remainder of this paper is divided as follows. Section 2 states the problem, and the proposed design method for the AW controller is discussed in the same section. The proposed design approach is demonstrated on a benchmark example in Section 3 and comparisons with the existing methods are given in the same section. Conclusions are drawn in Section 4.




2. Proposed Design Method


The problem is to design the feedback controller G, the prefilter F, and an AW controller E in a 3-DOF non-interfering structure as shown in Figure 3, such that is satisfies the robust stability and robust performance in the presence of plant uncertainty and actuator saturation. A two-step design procedure is commonly used to address the above problem statement. The first step involves synthesizing G and F using the standard QFT method, ignoring the actuator saturation. Next, an AW compensator is designed using the QFT to counteract saturation when it occurs and maintain the stability/performance.



We propose a method to design the AW controller (second step) with the assumption that the G and F are designed using the standard QFT (first step). The proposed method begins with the design of the anti-windup compensator E for the non-interfering control structure. The open-loop transmission function is defined as L(s) = G(s)P(s). Define, Ln(s), the transfer function between V(s) and −U(s) when the loop is opened at the plant input, as the loop transmission around the saturation element as shown in Figure 3.


Ln(s) = −U(s)/V(s) = (G(s)P(s) − E(s))/(1 + E(s))



(1)




and it can be written further as,


Ln(s) = (L(s) − E(s))(1 + E(s))



(2)




as in [13], we will also make use of describing function (DF) analysis to avoid the limit cycle. The DF of the saturation nonlinearity is shown in Figure 4 and its value is given as


N(A) ∈ [0,1],



(3)




where the amplitude of the input sine signal to the saturation is A and the first harmonic output is denoted as N(A). So, the saturation nonlinearity can be taken as an uncertain gain in the open-loop transmission function [13].



The condition for the limit cycle avoidance says that if the open-loop frequency function around the nonlinearity intersects −1/N(A), then the limit cycle may develop if saturation occurs [13]. This is given as follows


Ln(s) ≠ −1/N(A),



(4)




where N(A) is denoted as the gain uncertainty defined by Equation (3). Replacing the Ln term in Equation (4) with Equation (2) yields the following equation.


L(s) − E(s)1 + E(s)≠−1N(A).



(5)







The Laplace operator ‘s’ and A associated with the N(A) are dropped hereafter unless its required. Equation (5) can be manipulated (simplified) as follows


N(PG − E) ≠ −1 − E.



(6)







This can be written further as,


(1 +E) +N(PG− E) ≠ 0








or equivalently


(1 + NPG) +E(1 − N) ≠ 0.











This is equivalent to the sensitivity function specifications in terms of absolute value,


|1(1 + NPG) + E(1 − N)|< ∞.



(7)







Following the same line of argument in [13], the right-hand side of Equation (7) is replaced by a smaller value (x dB), that is given by


|1(1 + NPG) + E(1 − N)|< x.



(8)







The design of the anti-windup controller E such that is satisfies the above equation and the design procedure is complete. This inequality looks similar to the one in [13] but it is derived from the non-interfering control structure (similar to Figure 3) directly as opposed to the 3-DOF structure (similar to Figure 2) followed in [13] which follows G and F design first, next the anti-windup design H, and one more design element C. This simplicity brings the inherent benefit of the proposed design method.




3. Illustrative Example


Consider the non-interacting control system of Figure 3 with the plant uncertainty, P, is given by


P(s) = 5(sa +1)s(sb +1), a ∈  [0.5, 0.7], b ∈ [0.04, 0.1]. 



(9)







This system is much studied and a challenging one to address the problem statement [13,16]. The nominal values are a0 = 0.5, b0 = 0.1 and the control input saturation limits are ±1. As indicated in [11] many high-performance systems are forced to be conditionally stable. The well-known difficulty is that an unstable behavior will appear when the system is driven by large signals, which drive it into saturation [13].



The controller G(s) considered here is same as the one in [13],


G(s)=6(s + 5)s.











The Nyquist plot of the open-loop transmission function L = PG (for 15 randomly selected plants) is shown in Figure 5 along with the −1/N(A) locus. As seen, the intersection of L with the −1/N(A) locus at some frequency illustrates that the closed-loop system may experience a limit cycle if the control signal saturates. This is confirmed in the step response (amplitude of 10) of the closed-loop system (nominal case) as shown in Figure 6a and a diverging limit cycle appears with the saturated input in Figure 6b.



Figure 7 shows the bounds for the design of an anti-windup (AW) controller (E) for x = 10 at each design frequency ω = [0.5, 1, 10]. The bounds on E are generated using the proposed inequality (Equation (8)). The AW controller (E) is shaped such that is satisfies the bounds at each chosen design frequency. Additionally, the AW controller follows the low-order structure, i.e., gain with integrator and one real pole. The designed AW controller E is given as follows.


E(s)=−1s(s0.4 + 1). 



(10)







The Nyquist plot of the closed-loop system with the designed AW controller (Equation (10)) is shown in Figure 8 and none of them intersect the −1/N(A) locus. So, the closed loop system with the designed AW controller does not develop the limit cycle even if the plant input saturates.



Figure 9 compares the step response of the closed-loop system (for 15 randomly generated plants) with an AW controller for different methods. Especially, the saturated control signals of the different methods are shown in Figure 9b. It is observed from the figures that the response time of the closed-loop system with the proposed design is faster (almost five times) than the Banos et al. method [16] and similar to the Gutman et al. method [13]. On the other hand, the overshoot is less than [13]. Therefore, it can be concluded that the benefits of the proposed method lie between existing methods showing higher stability and faster response time. It is finally remarked that in a practical problem the designer of the proposed control method must consider the balancing between conservativeness and heuristics in terms of performance enhancement of the uncertain linear system with input saturation.




4. Conclusions


The robust stability problem of uncertain linear systems with input amplitude saturation has been considered in this article. A QFT-based design method is proposed for an AW controller that guarantees the robust stability (i.e., input/output stability) of the uncertain LTI system during its nonlinear mode and avoids the problem of limit cycle using the describing function technique. Among the few methods available in the literature to consider both the robustness and saturation problem, QFT is very well suited to solve both these problems. A 3-DOF non-interfering control structure was chosen, and the design of the AW controller was carried out directly on this control structure. The proposed method has been demonstrated on the benchmark problem and compared with existing QFT-based methods. It is found that the proposed solution delivers less overshoot and/or faster response time compared with the existing methods. This is because the proposed AW design has been developed directly based on a non-interfering control structure using the DF technique. It is finally remarked that the extension from SISO to multivariable system, which is a very challenging problem, will be undertaken as a second phase of this work.
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Figure 1. A two degree of freedom (2-DOF) structure with actuator saturation. 
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Figure 2. An interacting 3-DOF control structure. 
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Figure 3. A 3-DOF non-interfering control structure. 
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Figure 4. Saturation nonlinearity representation using the describing function N(A). 
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Figure 5. Limit cycle condition. Here, the Nyquist plot of the open-loop system PG (for 15 randomly generated plants from Equation (9)) and the line −1/N(A) are denoted by ‘solid green line’ and ‘solid blue line with *’, respectively. 
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Figure 6. Closed-loop system without anti-windup controller. (a) Nominal closed-loop system for a step reference r(t) = 10 × 1(t), (b) saturated control input. 
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Figure 7. Design of anti-windup controller E using the bounds generated using the proposed design inequality (Equation (8)). 
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Figure 8. Limit cycle condition checking. Here, the Nyquist plot of the closed-loop system (PG − E)(1 + E) for 15 randomly generated plants and the line −1/N(A) are denoted by the ‘dashed red line’ and the ‘solid blue line with *’, respectively. The Nyquist plot of the open-loop system PG is shown by the ‘solid green line’. 
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Figure 9. Comparison of the closed-loop system (for 15 randomly generated plants) with anti-windup controller for different methods; (a) closed-loop system for a step reference r(t) = 10 × 1(t), (b) saturated control input. 
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