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Abstract: An adenocarcinoma is a type of malignant cancerous tissue that forms from a glandular
structure in epithelial tissue. Analyzed stained microscopic biopsy images were used to perform
image manipulation and extract significant features for support vector machine (SVM) classification,
to predict the Gleason grading of prostate cancer (PCa) based on the morphological features of the
cell nucleus and lumen. Histopathology biopsy tissue images were used and categorized into four
Gleason grade groups, namely Grade 3, Grade 4, Grade 5, and benign. The first three grades are
considered malignant. K-means and watershed algorithms were used for color-based segmentation
and separation of overlapping cell nuclei, respectively. In total, 400 images, divided equally among
the four groups, were collected for SVM classification. To classify the proposed morphological
features, SVM classification based on binary learning was performed using linear and Gaussian
classifiers. The prediction model yielded an accuracy of 88.7% for malignant vs. benign, 85.0% for
Grade 3 vs. Grade 4, 5, and 92.5% for Grade 4 vs. Grade 5. The SVM, based on biopsy-derived image
features, consistently and accurately classified the Gleason grading of prostate cancer. All results are
comparatively better than those reported in the literature.

Keywords: prostate cancer; histopathology; microscopic; tissue image; segmentation; morphological;
quantitative; classification; SVM

1. Introduction

Prostate adenocarcinoma, a type of prostate cancer, is the second most commonly diagnosed
cancer. In the United States, the incidence of prostate cancer ranks first among all malignant tumors in
men. The Gleason score is currently the most common grading system of prostate adenocarcinoma and
is widely used to assess the prognosis of men with prostate cancer using samples from a prostate biopsy.
There are some diagnostic protocols for cancer grading, for which microscopic evaluation of tissue
specimens is required. For this, the samples need to be appropriately stained using Hematoxylin and
Eosin (H&E) compounds. The cancer grade is assessed by a pathologist based on the morphological
features of lumen and cell nucleus observed in the tissue. Cancer diagnosis and grading based on
digital pathology have become increasingly complex due to the increase in cancer occurrence and
specific treatment options for patients [1].

In South Korea, the incidence of prostate cancer is increasing significantly. Prostate cancer (PCa)
is the fifth most common cancer among males in Korea and the expected cancer deaths in 2018 were
82,155 [2]. The detection of prostate cancer has always been a major issue for pathologists and medical
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practitioners, for both diagnosis and treatment. Usually, the cancer detection process in histopathology
consists of categorizing stained microscopic biopsy images into malignant and benign.

The Gleason grade grouping system defines Gleason scores ≤ 6 as grade 1, score 3 + 4 = 7
as grade 2, score 4 + 3 = 7 as grade 3, score 4 + 4, 3 + 5 or 5 + 3 = 8 as grade 4, and score
4 + 5, 5 + 4 or 5 + 5 = 9 or 10 as grade 5. The Gleason score is obtained by adding the primary
(most common) and secondary (second most common) scores from H&E stained tissue microscopic
images. This system was developed by Dr. Donald F Gleason, who was a Pathologist in Minnesota,
and members of the Veterans Administration Cooperative Urological Research Group (VACURG) [3].
This system was tested on a large number of patients, including long-term follow-ups and is considered
an outstanding success.

In recent years, an excellent and important addition to microscopy and digital imaging has been
developed for microscopes that are used to convert stained tissue slides into whole slide digital images.
This allows for more efficient computer-based viewing and analysis of histopathology. Early diagnosis
and treatment are required, to avoid the enlargement of cancer cells in the prostate gland and control
the spreading of more aggressive tumors to other parts of the body.

The digital pathology field has grown dramatically over recent years, largely due to technological
advancements in image processing and machine learning algorithms, and increases in computational
power. As part of this field, many methods have been proposed for automatic histopathological image
analysis and classification. In this paper, color segmentation, based on k-means clustering method,
is proposed for microscopic biopsy tissue image processing, and the watershed algorithm has been
implemented to separate touching cell nuclei in tissue images.

This approach can be implemented in different ways; however, the marker selection approach
has been carried out in this study to control over-segmentation. Diagnosing prostate cancer from
a biopsy tissue image under a microscope is difficult for the pathologists and doctors. Therefore,
machine learning and deep learning techniques are developed for computerized classification and
cancer grading. In this study, a machine learning classification method is proposed in order to classify
Gleason grade groups of prostate cancer. From a perspective of computer engineering, since the
regular procedure of diagnosing prostate cancer and grading is difficult and time consuming; therefore,
automated computerized methods are in high demand and are essential for medical image analysis.

2. Literature Review

Tabesh et al. [4] extracted features that describe color, texture, and morphology from 367 and
268 H&E image patches, which were acquired from tissue microarray (TMA) datasets. These features
were used for support vector machine (SVM) classification. They achieved an accuracy of 96.7% and
81% for predicting benign vs. malignant and low-grade vs. high-grade classifications, respectively,
using 5-fold cross-validation.

Doyle et al. [5] proposed a cascade approach to the multi-class grading problem. They used
cascade binary classification to maximize inter- and intra-class accuracy rather than the conventional
one-shot classification and one-versus-all approaches to multi-class classification. In the proposed
cascade approach, each division is classified separately and independently.

Nir et al. [6] proposed some novel features based on intra- and inter-nuclei properties for classification.
They trained their classifier on 333 tissue microarray (TMA) cores annotated by six pathologists for different
Gleason grades and used SVM classification to achieve an accuracy of 88.5% and 73.8% for cancer detection
(benign vs. malignant) and low vs. high grade (Grade 3 vs. Grade 4, 5), respectively.

Doyle et al. [7] extracted nearly 600 image texture features to perform pixel-wise Bayesian
classification at each image scale to obtain the corresponding likelihood scene. The authors achieved
an accuracy of 88.0% for distinguishing between benign and malignant samples.

Rundo et al. [8] proposed Fuzzy C-Means (FCM) clustering algorithm for prostate multispectral
MRI morphologic data processing and segmentation. The authors used co-registered T1w and T2w
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MR image series and achieved an average dice similarity coefficient 90.77 ± 7.75, with respect to
81.90 ± 6.49 and 82.55 ± 4.93 by processing T2w and T1w imaging alone, respectively.

Jiao et al. [9] used combined deep learning and SVM methods for breast masses classification.
The methods were applied to the Digital Database for Screening Mammography (DDSM) dataset and
achieved high accuracy under two objective evaluation measures. The authors used nearly 600 images,
out of these, 50% were benign and 50% were malignant. The classification accuracy achieved in this
paper was 96.7% for distinguishing between benign and malignant samples.

Hu et al. [10] presented a novel mass detection system for digital mammograms, which integrated
a visual saliency model with deep learning techniques. The authors used combined deep learning and
SVM methods for image and feature classification, respectively. They achieved an average accuracy of
91.5% in mass detection between cancer and benign datasets.

Naik et al. [11] presented a method for automated histopathology images. They have
demonstrated the utility of glandular and nuclear segmentation algorithm in accurate extraction of
various morphological and nuclear features for automated grading of prostate cancer, breast cancer,
and distinguishing between cancerous and benign breast histology specimen. The authors used a SVM
classifier for classification of prostate images containing 16 Gleason grade 3 images, 11 grade 4 images,
and 17 benign epithelial images of biopsy tissue. They achieved an accuracy of 95.19% for grade 3 vs.
grade 4, 86.35% for grade 3 vs. benign, and 92.90% for grade 4 vs. benign.

Nguyen et al. [12] introduced a novel approach to grade prostate malignancy using digitized
histopathological specimens of the prostate tissue. They have extracted tissue structural features
from the gland morphology and co-occurrence texture features from 82 regions of interest (ROI) with
620 × 550 pixels to classify a tissue pattern into three major categories: benign, grade 3 carcinoma,
and grade 4 carcinoma. The authors proposed a hierarchical (binary) classification scheme and obtained
85.6% accuracy in classifying an input tissue pattern into one of the three classes.

Albashish et al. [13] proposed some texture features, namely Haralick, Histogram of Oriented
Gradient (HOG), and run-length matrix, which have been extracted from nuclei and lumen images
individually. They used a total of 149 images with 4140 × 3096 pixels, and the dataset was randomly
divided into 50% for training and 50% for testing. An ensemble machine learning classification system
was proposed, and achieved an accuracy of 88.9% for Grade 3 vs. Grade 4, 92.4% for benign vs. Grade 4,
and 97.85% for benign vs. Grade 3. These accuracies were averaged over 50 simulation runs and
statistical significance.

Diamond et al. [14] used morphological and texture features to classify the sub-region of
100 × 100 pixels and subjected each to image-processing techniques. They classified a tissue image
into either stroma or prostatic carcinoma. In addition, the authors used lumen area to discriminate
benign tissue from the other two classes. As a result, 79.3% of sub-regions were correctly classified.

Ding et al. [15] introduced an automated image analysis framework capable of efficiently
segmenting microglial cells from histology images and analyzing their morphology. Their experiments
show that the proposed framework is accurate and scalable for large datasets. They extracted three
types of features for SVM classification, namely Mono-fractal, Multi-fractal, and Gabor features.

Yang et al. [16] used image processing and machine learning algorithms to analyze the smear
images captured by the developed image-based cytometer. A low-cost, portable image-based cytometer
was built for image acquisition from Giemsa stained blood smear. The authors selected 50 images
manually for the training set, out of these, 25 images were parasites and 25 images were non-parasites.
The selected images were then segmented separately to extract the features for Support Vector Machine
(SVM) classification, and they used linear kernel classifier to train and test these features.
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3. Materials and Methods

3.1. Tissue Image Dataset

The histopathology images that were congregated to create our dataset are sub-images of benign
and malignant samples. These sub-images were cropped from the whole-slide microscopic tissue
images stained with H&E, shown in Figure 1. The data were collected from Severance Hospital
of Yonsei University and the grading of these data was histologically confirmed by a pathologist.
The whole slide size in Figure 1a–d is 33,584 × 70,352 pixels. The patch image magnification is 40× for
Figure 1e–h and the image size is 512 × 512 pixels. We selected 400 sub-images for feature extraction
and SVM classification. These were divided into four groups, namely Grade 3, Grade 4, Grade 5,
and Benign.
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Figure 1. Microscopic biopsy images stained with Hematoxylin and Eosin (H&E) compound;
(a–d) whole slide tissue images of Grade 3, Grade 4, Grade 5, and Benign; and (e–h) the regions
of interest (ROIs) taken from whole-slide images (a), (b), (c), (d) respectively. The dark blue is the cell
nucleus, pink is the stroma, and white is the lumen.

Figure 1 shows the sub-images that were used to detect cell nuclei and classify prostate cancer.
It is a very challenging task to classify different Gleason grades because images usually contain
many clusters and overlapping objects. Figure 2 shows the entire proposed process for predicting
cancer gradings based on microscopic images. The pipeline model includes original biopsy image,
region of interest (ROI) segmentation, watershed segmentation, features extraction, classification,
and analysis results [16].
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3.2. ROI Segmentation

Image segmentation plays an important role in medical image processing systems. The nuclei
and lumen of prostate cancer are the most important components of histopathological images [17].
To identify cell nuclei and lumen from images and carry out systematic processing, a K-means clustering
algorithm was applied using MATLAB R2018a (The MathWorks, Natick, MA, USA) [18], where image
pixels were partitioned into three clusters (thus, k = 3). The segmented components from the tissue
images are: stroma, lumen, and the cell nucleus. However, nucleus and lumen components were
selected for feature extraction and SVM classification, as shown in Figure 3 [19].
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Figure 3. Image segmentation using K-means algorithm: (a) original tissue image; (b) lumen
segmentation; and (c) nucleus segmentation.

According to our visual results, the K-means based method is best suited for microscopic biopsy
images. K-means segmentation has been applied here to separate the nucleus and lumen tissue
components from microscopic biopsy images. The K-means algorithm uses iterative modification to
produce a final result. The following algorithm iterates between two steps:

1. Data assignment step:
argmin

ck ∈ C
dist(ck, x)2 (1)

2. Centroid update step:

ck =
1
|sk|

∑
xk ∈ sk

xk (2)

The K-means algorithm is composed of the following steps:

1. Specify k, number of cluster to be generated.
2. Select k random points as cluster centers.
3. Assign each instance to its closest cluster center using the Euclidean distance.
4. Calculate the centroid mean for each cluster and use it as a new cluster center.
5. Reassign all the instances to the closest cluster center.
6. Iterate until there is no change in the cluster center.

3.3. Watershed Segmentation

The watershed transform is an image processing technique that can be applied to a binary image
for object segmentation. In the segmented images of nucleus tissue components, we observed that there
were many overlapping cell nuclei. We separated these connected objects by applying the watershed
segmentation algorithm [20,21]. This method was used to extract nucleus-based morphological features
for SVM classification. We validated this algorithm experimentally and found that it performs better
than other cell nuclei separation algorithms. It is one of the well-known methods for separating
overlapping objects [22].
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Algorithm for Watershed Segmentation

According to the algorithm, g(x, y) and Mi is the image pixel value and the regional minima,
respectively. The iteration steps of the algorithm are as follow:

T[n] =
{
(x, y)

∣∣∣ g(x, y) < n
}

(3)

n = min + 1 to n = max + 1 (4)

Cn(Mn) = C(Mi)∩ T[n] (5)

where T[n] is the set of coordinates of a point in g(x, y), n is the flooding stage, and Cn(Mi) is the set of
coordinates of points in the catchment basin.

Cn(Mn) = 1, at (x, y); if (x, y) ∈ C(Mi) and (x, y) ∈ T[n] (6)

Cn(Mn) = 0, otherwise (7)

We computed the results of the above two equations and viewed the resulting binary image.

C[n] =
R⋃

i=1

C(Mi) (8)

C[max + 1] =
R⋃

i=1

C(Mi) (9)

where C[n] is the union of the flood catchment basin portions at stage set n, C[max + 1] is the union
of all catchment basins. As per Equations (8) and (9), C[n] is the subset of T[n] and C[n− 1] is the
subset of C[n]. Hence, each connected component of C[n− 1] is the connected in exactly one connected
component of T[n].

We used the following steps to separate overlapping nuclei:

1. Converted 24-bit/pixel RGB color image to binary using adaptive thresholding method.
2. Removed the noise from the binary image.
3. Applied the Euclidean distance transform to a binary image to generate a distance map.
4. Used a Gaussian filter to smooth the distance map.
5. Applied inverse distance transform after smoothing the distance map.
6. Identified local minima using markers on the inverse distance transform image.
7. Finally, applied watershed segmentation based on local minima points, iterating until all

overlapping objects were segmented.

We used the described watershed segmentation algorithm to separate the overlapping cell nuclei.
This has been used previously for nucleus counting and to extract features for classification [23].
Figure 4 shows the necessary steps for watershed segmentation, including segmenting the nuclei
image, converting to a binary image, applying the Euclidean distance transform, and labeling the
watershed image using color mapping.
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Figure 4. Overview of watershed segmentation: (a) original segmented image of nucleus tissue
components; (b) noise-removed binary image; (c) Euclidean distance transform on binary image;
and (d) result of the watershed algorithm and labelled nuclei using color mapping.

However, at the beginning of the watershed segmentation, there were some errors leading to
over-segmentation, which caused some objects to be divided into several parts, as shown in Figure 5a.
To show an example of over-segmentation, we used a cropped image that was taken from the region
marked with a red box in Figure 4. First, to control over-segmentation, we used an approach called
the marker-selection watershed transform to improve the segmentation results [24]. This approach
determines markers for each region of interest and transforms the distance map image in such a way
that the region markers are the only local minima of the resulting image. Second, after the Euclidean
distance transform, we applied a Gaussian filter to smooth the distance map and then applied internal
markers to the smoothed inverse results of the distance transform, as shown in Figure 5b. Third,
the watershed algorithm was applied to the marker selection image, as shown in Figure 5c. Finally,
the resulting image appeared after removing the noise and watershed lines, and the centroid of each
nucleus was labelled, as shown in Figure 5d.
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3.4. Feature Extraction

Feature extraction is a very important step in the analysis of prostate cancer and prediction of
cancer grades from microscopic biopsy images. The shape and morphological features of prostate
cancer are described in References [25,26]. Although different features have been considered for
prostate cancer grading and classification, morphological and texture feature extraction is the most
common. Training and testing were performed based on the selected data, which were extracted from
tissue images. In total, 19 features were extracted from the cell nucleus and lumen and, among these,
14 significant features were selected for SVM classification. The morphological features of the cell
nucleus and lumen considered in this paper are: area, perimeter, major axis length, minor axis length,
circularity, diameter, nucleus to nucleus distance, nucleus to nucleus minimum distance, eccentricity,
and compactness. After watershed segmentation was performed on the nucleus images, cellular level
features were extracted to detect and grade prostate cancer using the SVM classification method [27,28].
We used both region- and contour-based methods on the segmented nucleus and lumen images to
gather data about the morphological features. To compare all of the extracted features and find the
significant features, we used Fisher’s coefficient and analysis of variance (ANOVA) to identify the most
significant features [29,30]. Table 1 shows descriptions of the significant features of the cell nucleus
and lumen. According to the statistical test, all of these features are highly statistically significant
(p < 0.001).

Table 1. Proposed features for support vector machine (SVM) binary classification to classify Gleason
grading of prostate cancer.

Feature Type Feature Description

Nucleus features
Area, perimeter, major axis length, minor axis length, circularity, diameter,

compactness, nucleus to nucleus average distance, nucleus to nucleus
minimum distance

Lumen features Area, perimeter, major axis length, minor axis length, eccentricity

3.5. Support Vector Machine (SVM) Classification

In this paper, we used SVM classification of morphological features for cell nucleus and lumen to
predict the Gleason grading of prostate cancer. Classification of the various Gleason grade groups
from microscopic biopsy images is a very challenging task [31,32]. The classification accuracy depends
on different classifiers and their kernel types. An SVM is a supervised learning technique, but it can be
applied to both classification and regression problems [33,34]. SVMs can generate optimal hyperplane
in an iterative manner that maximizes the margin, where the margin is the largest distance to the
nearest training data point of any class.

For classification purposes, we experimented with a few classifiers, such as logistic regression
(LR), linear discriminant analysis (LDA), and SVMs. We selected SVMs for this analysis because they
achieved better accuracy. Supervised learning approaches generally proceed as follows: prepare the
data set for training and testing; choose an appropriate algorithm; select features to fit the model; train
the model; use the trained model for prediction. In SVM classification, linear and Gaussian kernel
are used to classify samples as benign and malignant and discriminate between Grade 3 vs. Grade 4,
5 and Grade 4 vs. Grade 5 of the Gleason grade groups [35].

We used 2-fold cross-validation to train the model and compared the performance of the different
classification models. Later, we adjusted the K-fold cross-validation manually to improve the
accuracy [36,37]. The linear kernel, K, maps the original data with the kernel function,

K(x) = (x . x′ + c) (10)

where x is the data and c is a constant.
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In SVM classification, the gaussian kernel function, used for binary classification was expressed by:

K(x, x′) = exp(−γ‖x− x′‖2), γ =
1

2σ2 (11)

where x, x′ is the feature vector, ‖x− x′‖2 is the Euclidean distance between two feature vectors, γ is a
hyper-parameter, which changes the smoothness of the kernel function, and σ is a free parameter.

To classify Gleason grade groups, we used the proposed binary classification approach,
which divides the multi-category classification into multiple two-category groupings. Each division in
Figure 6 represents a separate and independent classification, amounting to three binary divisions.
In the first sequence, all of the samples in the dataset were classified as “malignant” vs. “benign”.
Within the cancer group, we separated the dataset between Grade 3 vs. Grade 4+5, and Grade 4 vs.
Grade 5, and further classified these using different SVM models [38–40].Appl. Sci. 2019, 9, x FOR PEER REVIEW 9 of 16 
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classifiers have been used here for binary classification and each group is classified independently
and separately.

4. Results and Discussion

Quantitative analysis was performed on each cancerous image based on the four prostate cancer
tissue groups (Grade 3, Grade 4, Grade 5, and Benign). We implemented the proposed method using
MATLAB R2018a. We performed data analysis to analyze the components of the nuclei, which were
segmented from prostate tissue images.

In this paper, 400 images were used in total. Of these, 240 were used for training and 160 were
used for testing. The number of images considered for each group was 100, and these were classified as
malignant vs. benign, Grade 3 vs. Grade 4+5, and Grade 4 vs. Grade 5. Each image was 24-bits/pixel
with a size of 512 × 512 pixels. All of the possible results are shown in Tables 2–4, where we show the
confusion matrices of SVM binary classification for training and testing separately.

Table 2. Confusion matrix of SVM binary classification—Malignant vs. Benign.

Training: 99.2% Testing: 88.7%

Train Malignant Benign Data Test Malignant Benign Data

Malignant 60 0 60 Malignant 34 6 40

Benign 1 59 60 Benign 3 37 40
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Table 3. Confusion matrix of SVM binary classification—Grade 3 vs. Grade 4, 5.

Training: 91.7% Testing: 85.0%

Train Grade 3 Grade 4+5 Data Test Grade 3 Grade 4+5 Data

Grade 3 55 5 60 Grade 3 36 4 40

Grade 4+5 5 55 60 Grade 4+5 8 32 40

Table 4. Confusion matrix of SVM binary classification—Grade 4 vs. Grade 5.

Training: 95.0% Testing: 92.5%

Train Grade 4 Grade 5 Data Test Grade 4 Grade 5 Data

Grade 4 54 6 60 Grade 4 36 4 40

Grade 5 0 60 60 Grade 5 2 38 40

Tables 2–4 show the confusion matrices used to evaluate the performance of machine learning
algorithms and the classifiers on a set of train and test data. We have shown these confusion matrix
tables to get a better idea about the errors of a classification model. Each one of these tables is divided
into two parts to show the correctly classified and misclassified data with respect to the training and
testing process respectively.

In Table 5, we used four types of performance metrics, namely, accuracy, sensitivity, specificity, and
Matthews’s correlation coefficient (MCC). These metrics were calculated using our confusion matrices,
i.e., true positive (TP), true negative (TN), false positive (FP), and false negative (FN). We multiplied
the accuracy by 100% to normalize it with respect to the other measurements. The four types of
performance metrics used in Table 5 are explained as follow,

1. Accuracy is measure of the proportion of correctly classified samples.

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (12)

2. Sensitivity is a measure of the proportion of positive correctly classified samples.

Sensitivity =
TP

TP + FN
× 100 (13)

3. Specificity is a measure of the proportion of negative correctly classified samples.

Speci f icity =
TN

TN + FP
× 100 (14)

4. Matthew’s correlation coefficient (MCC) is the eminence of binary class classification. It is a
correlation coefficient between target and predictions.

MCC =
TP× TN − FP× FN√

((TP + FN)(TP + FP)(TN + FN)(TN + FP))
× 100 (15)

Table 5 shows the classification results of the proposed method for three different groups.
The SVM binary classification accuracy, sensitivity, specificity, and MCC for malignant vs. benign
are 88.7%, 91.8%, 86.0%, and 70.2%, respectively. For Grade 3 vs. Grade 4+5, the classification
accuracy, sensitivity, specificity, and MCC are 85.0%, 81.8%, 88.8%, and 70.3, respectively. For Grade 4
vs. Grade 5, the classification accuracy, sensitivity, specificity, and MCC are 92.5%, 94.7%, 95.0%,
and 85.1, respectively.
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Table 5. Evaluation results and performance metrics for three binary divisions using SVM.

Groups Accuracy (%) Sensitivity (%) Specificity (%) MCC (%)

Malignant vs. Benign 88.7 91.8 86.0 70.2

Grade 3 vs. Grade 4, 5 85.0 81.8 88.8 70.3

Grade 4 vs. Grade 5 92.5 94.7 95.0 85.1

For the purpose of validation, we also performed prostate cancer grading classification using
multilayer perceptron (MLP) technique in Weka, shown in Table 6. MLP is a class of feed-forward
artificial neural network, which consists of at least three layers of node: an input layer, hidden layer,
and an output layer. Each node is a neuron except input nodes and uses a non-linear activation function.
MLP utilizes a supervised learning technique like SVM. From the results shown in Tables 5 and 6,
we can see that the proposed SVM binary classification works significantly better than MLP, and the
highest accuracy obtained was 92.5%, for Grade 4 vs. Grade 5. First, classification was performed to
detect cancer in all of the samples in the dataset. The second and third classification was performed
within the cancer group for low- and high-grade cancer detection. In Figure 7, the bar graph shows the
comparison results for the three different binary divisions that are used for SVM classification.

Table 6. Evaluation results for three binary divisions using the multilayer perceptron (MLP)
classification technique.

Groups Training Accuracy (%) Testing Accuracy (%)

Malignant vs. Benign 99.0 81.0

Grade 3 vs. Grade 4, 5 98.0 75%

Grade 4 vs. Grade 5 97.5 76.25Appl. Sci. 2019, 9, x FOR PEER REVIEW 11 of 16 
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Figure 7. Comparison graph of support vector machine (SVM) classification accuracy among three
binary divisions. The classification accuracies of the three groups are very close to each other, and the
highest accuracy obtained was 92.50%, for grade 4 vs. grade 5. Matthew’s correlation coefficient (MCC)
indicates the quality of binary classification among the three classification groups.
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To predict, automatically, prostate cancer gradings, we used machine learning and deep learning
algorithms such as SVM and MLP, respectively. To do so, we first applied image segmentation as a
preprocessing step. Secondly, we converted the images from RGB to binary to carry out watershed
segmentation. Thirdly, we calculated a set of morphological features based on the segmented nucleus
and lumen tissue images. Finally, the SVM and MLP classification was performed based on the
significant features selected.

We can see that the results of the comparison between SVM classification accuracy in Table 7 and
Figure 8 vary between one-shot and binary classifiers. When we classified our data using multi-class
or one-shot classifiers, the classification accuracies for benign, Grade 3, Grade 4, and Grade 5 are 60%,
55%, 85%, and 50%, respectively. Using the proposed binary classification approach, the accuracies
for the same groups are 92.5%, 90.0%, 90.0%, and 95.0%, respectively. Comparing both classifiers
simultaneously, we can see that the results obtained using the binary classifier are better than those
obtained using multi-class or one-shot classifier. Table 8 shows the comparison results of MLP classifier
between one-shot and binary classification. After comparing the results between SVM and MLP
classification methods, we can say that the proposed method, SVM, achieved better results than MLP.
In one-shot classification, the entire dataset is classified into four groups simultaneously. In this case,
the errors in one class affect the performance of the others, negatively impacting the classification
accuracy. Thus, the model cannot make correct predictions. Whereas, in binary classification, the entire
dataset is separated into three groups and each group is classified separately and independently. In this
case, the errors in one class do not affect the performance of the other class.

Table 7. Support vector machine (SVM) classifier, comparison between one-shot and
binary classification.

One-Shot Classification Binary Classification

Groups Accuracy (%) Groups Accuracy (%)

Benign 60.0 Benign 92.5

Grade 3 55.0 Grade 3 90.0

Grade 4 85.0 Grade 4 90.0

Grade 5 50.0 Grade 5 95.0

Total 65.5 Total 92.0
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In Table 9, we compare the accuracy of different standard classification methods with our proposed
method. The classification accuracy achieved for the class low vs. high grade using the proposed
method is higher than other methods described in the literature. On cancer diagnosis, when classified
Malignant vs. Benign, our result is better than Nir et al. (2018) and Doyle et al. (2006), but not higher
compared to Tabesh et al. (2017), because they used different types of features that are extracted
from the tissue image, namely color channel histogram, fractal dimension, fractal code, wavelet,
and MAGIC. The authors of Reference [4] computed the features of epithelial nuclei objects in the
tissue image, whereas, our method computed the features of all nuclei objects existing in the biopsy
prostate tissue image.

Table 8. Multilayer perception (MLP) classifier, comparison between one-shot and binary classification.

One-Shot Classification Binary Classification

Groups Accuracy (%) Groups Accuracy (%)

Benign 37.5 Benign 87.5

Grade 3 67.5 Grade 3 90.0

Grade 4 45.0 Grade 4 75.0

Grade 5 70.0 Grade 5 77.5

Total 55.5 Total 82.5
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Table 9. Comparison between the proposed method and other standard methods for the classification
of prostate cancer gradings.

Authors Classification Methods Classes Accuracy

Tabesh et al. (2007) [4] kNN
Malignant vs. Benign 96.7%

Low vs. High Grade 81.0%

Doyle et al. (2012) [5] Decision Tree (DT)
Grade 3 77.0%

Grade 4 76.0%

Grade 5 95.0%

Nir et al. (2018) [6] SVM
Malignant vs. Benign 88.5%

Low vs. High Grade 73.8%

Doyle et al. (2006) [7] Bayesian Malignant vs. Benign 88.0%

Rundo et al. [8] Fuzzy C-Means Multispectral (Tw1 & Tw2) 90.77%

Naik et al. [11] SVM
Grade 3 vs. Grade 4 95.19%

Benign vs. Grade 3 86.35%

Benign vs. Grade 4 92.90%

Albashish et al. (2017) [12] SVM
Grade 3 vs. Grade 4 88.9%

Benign vs. Grade 3 97.9%

Benign vs. Grade 4 92.4%

Nguyen et al. (2012) [13] SVM Benign, Grade 3, and
Grade 4 carcinoma 85.6%

Proposed SVM

Malignant vs. Benign 88.7%

Low vs. High Grade 85.0%

Grade 4 vs. Grade 5 92.5%

Grade 3 90.0%

Grade 4 90.0%

Grade 5 95.0%

5. Conclusions

In this study, we have developed a computerized grading system for digitized histopathology
images using supervised learning methods. The segmentation process for biopsy tissue image was
performed using the k-means algorithm and touching cells were separated using the watershed
algorithm. Morphological features were selected for prostate cancer grading and diagnosis. Gaussian
and linear kernels were used for the classification of prostate histopathological images. Using these
kernels, we observed some improvements in the results, and gradually increased the performance
of the model used for training and testing. The parameters of the kernel play a vital role in the
classification process, and the best combination of C and γwas selected for better classification accuracy.
Satisfactory classification results were obtained using the extracted morphological features, and these
features were extracted from the sub-images, viewable in 40×magnification. The quantitative analysis
described here is remarkably flexible in terms of implementation. The SVM binary classification method
presented in this paper is used to classify malignant vs. benign, Grade 3 vs. Grade 4+5, and Grade 4
vs. Grade 5. Our results are satisfactory and comparable with those reported in the literature and
produced quantitative measures based on the features extracted from microscopic biopsy tissue images.
In order to justify our proposed method, SVM, we also carried out features classification using MLP.
One-shot and binary classification results were compared to show the differences in two classifications
accuracies. In future studies, we will improve our classification accuracy using the combinations
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of multiple features. Deep learning and machine learning techniques will be used for comparative
analysis, where, image classification will be performed using the convolutional neural network (CNN)
and feature classification will be performed using support vector machine (SVM), respectively.
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