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Abstract

:

Early detection and effective treatment of myocardial infarction can prevent the deterioration of ischemic heart disease and greatly reduce the possibility of sudden death. On the basis of standard 12-lead electrocardiogram (ECG) records, this paper proposes a bidirectional, long short-term memory (Bi-LSTM) network with a heartbeat-attention mechanism to effectively and automatically detect myocardial infarction (MI). First, we divide the standard 12-lead ECG records into sliding windows with the same number of heartbeats. Subsequently, we do not use any labels of heartbeats to train the Bi-LSTM network and the heartbeat-attention mechanism is applied to automatically weight the difference between unlabeled heartbeats. Finally, our method is validated by patients’ complete ECG records and real labels in the Physikalisch-Technische Bundesanstalt (PTB) diagnostic ECG database. When compared with the same network without the heartbeat-attention mechanism or other existing methods, our method achieves comparable or better performance. The accuracy, sensitivity, and specificity reach 94.77%, 95.58%, and 90.48%, respectively.
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1. Introduction


Myocardial infarction (MI) is also called myocardial avascular necrosis. It refers to the necrosis of heart tissue when it is in an ischemic state for a long time, which leads to coronary artery occlusion and significantly reduced ability of the heart to transport blood. This can lead to more severe cases of syncope malignant arrhythmia or sudden death. Clinical manifestations include persistent chest pain and systemic fever. According to electrocardiogram (ECG) signals, there are significant, progressive changes. Myocardial infarction mostly occurs in high-risk groups with coronary heart disease, high blood pressure, or a history of myocardial infarction; it may also occur in healthy people with emotional excitement, an infection, or who are overworked.



In addition, some episodes of myocardial infarction have no specific symptoms, and patients eventually deteriorate to ischemic heart disease without knowing it. As the clinical symptoms are not clear, these patients often do not go to hospital for treatment until the condition worsens. At this stage, the myocardium is extensively necrotic and difficult to repair, which contributes to a significant increase in the risk of recurrent myocardial infarction and sudden death. According to statistics from American Health Association, nearly 750,000 people in the United States have heart attacks each year; only 210,000 of them have recurrent heart attacks [1], suggesting that about 72% of heart attacks are silent. If these patients do not find the episode in time and take appropriate treatment measures, their life will be greatly threatened.



According to World Health Organization standards, the diagnosis of myocardial infarction includes three components: an abnormal electrocardiogram (ECG), such as significant elevation of ST segment and abnormal Q wave, as shown in Figure 1; abnormal serum enzyme content; and chest pain symptoms [2]. As long as two of the criteria are met, the patient can be diagnosed with myocardial infarction. The location of infarction depends on the coronary artery that has been occluded. This evidence can appear in different ECG leads, which requires simultaneous investigation of all the 12 ECG leads [3].



With the advancement of electronic technology and big data cloud platforms, portable medical wearable devices have also undergone significant development, making real-time ECG monitoring and automatic detection of myocardial infarction possible. On the basis of the standard 12-lead ECG signals collected by portable medical wearable devices, after amplification and filtering, the automatic detection algorithm gives the diagnosis result of myocardial infarction. If an abnormality occurs, the devices will alert the patient or directly notify the hospital to take appropriate action. In our work, we are committed to developing a practical, medical-grade detection algorithm of myocardial infarction. With the increasing popularity of machine learning, many researchers [3,4,5,6,7,8,9,10,11,12,13,14,15] have applied machine learning techniques to the detection of myocardial infarction and achieved promising results.



Reddy M et al. [4] extracted 15-dimensional morphology feature vector from QRS measurement and introduced neural networks into the classification of myocardial infarction, achieving 79% accuracy. Pei Chann C et al. [5] converted ECG signals into a density model and extracted the feature vector using hidden Markov models (HMMs). The myocardial infarction was classified by Gaussian mixture models (GMMs) and their accuracy, sensitivity and specificity achieved 82.50%, 85.71%, and 79.82%, respectively. Safdarian N et al. [6] used two new features, T-wave integral and total integral, in the detection of myocardial infarction; accuracy on the test set reached 94.74%. In a study by Sharma L Net al. [3], a novel feature extraction method, based on multi-scale wavelet energy and multi-scale covariance matrix, was proposed. Their accuracy, sensitivity, and specificity were 96%, 93%, and 99%, respectively. Dohare A et al. [7] synthesized the standard 12-lead ECG records and performed a morphological examination including the P-wave duration, the ST–T interval, and the peak of the QRS complex. The principal component analysis (PCA) was used to reduce the dimension of feature vectors. Their sensitivity, specificity, and accuracy were all 96.66% in 60 samples. All of the above studies used traditional classifiers, such as a support vector machine (SVM), k-Nearest Neighbor (KNN), and neural networks (NN). However, these methods [3,4,5,6,7] require complex feature extraction and selection process and may be only able to achieve good results for specific tasks or data sets.



The automatic detection algorithm for myocardial infarction has also taken advantage of the progress of deep learning. Acharya U et al. [8] introduced the convolutional neural network to analyze ECG heartbeats for myocardial infarction. The accuracies of their method for heartbeats without noise and with noise were 95.22% and 93.53%, respectively. However, they only used single-lead heartbeats to verify their method, which was not present in a rigorous and practical manner. In clinical myocardial infarction diagnosis, the standard 12-lead ECG record is necessary [3] and the beat-wise annotations are expensive. Accordingly, we need to measure the difference between unlabeled heartbeats based on standard 12-lead ECG records. Sun L et al. [9] first applied Multiple Instance Learning (MIL) to the classification of myocardial infarction. They proposed a new MIL strategy, called latent topic MIL, to map polynomial-fitted heartbeats to subject spaces. It measured the difference between each unlabeled heartbeat based on 12-lead ECG records. Their best performance was obtained using the SVM classifier, with sensitivity and specificity reaching 92.6% and 82.4%, respectively.



In summary, existing studies have the following three issues. First, deep learning networks tailored for the detection of myocardial infarction have not been well studied. In addition, only one or some specific leads ECG signal are unreliable for the detection of myocardial infarction [3] and the beat-wise annotations are of great cost. Finally, few studies have weighted the difference between unlabeled heartbeats based on standard 12-lead ECG records.



In this paper, we propose a bidirectional, long short-term memory (Bi-LSTM) network with heartbeat-attention mechanism. First, Bi-LSTM networks can automatically extract and select features similar to convolutional neural networks. Furthermore, we propose a heartbeat-attention mechanism to automatically weigh the difference between heartbeats based on 12-lead ECG records. Finally, our method can automatically detect myocardial infarction without any labels of heartbeats.



The structure of this paper is as follows: The second part introduces the methods and related theories proposed in this paper, including the system architecture, preprocessing and network framework of myocardial infarction detection algorithm. The third part presents the experimental condition and results of our proposed method. Finally, we conduct related discussion and present the conclusion in the fourth part and fifth part of this paper.




2. Materials and Methods


2.1. Data Description


In this study, we used an available database: Physikalisch-Technische Bundesanstalt (PTB) diagnostic ECG database [16]. As shown in Table 1, the database contains a total of 549 ECG records from 290 patients. All patients are labeled as one of different 10 classes; the two classes with the largest number of samples are myocardial infarction (MI) and healthy control (HC). Each ECG record without any labels of heartbeats contains 15 simultaneously collected ECG records: the standard 12 leads ECG records (I, II, III, avr, avl, avf, V1, V2, V3, V4, V5, V6) and three Frank leads ECG records (VX, VY, VZ). The database uses a sampling frequency of 1000 Hz and resolution of 16 bits to ensure the quality of ECG signal.



In our study, we extracted standard 12-lead ECG records focused on MI (369 records) and HC (79 records) to analyze and validate our proposed method.




2.2. Proposed Method


As shown in Figure 2, the proposed method consists of three parts: preprocessing, model, and output. First, the standard 12-lead ECG records are processed to filter out baseline wander and high-frequency noise. In addition, R-wave detection is performed on the pure ECG records, and sliding windows with the same number of heartbeats are generated based on the position of the R-wave. These sliding windows are an input to a bidirectional long short-term memory (Bi-LSTM) network with heartbeat-attention mechanism. Finally, real output is comprehensively determined by the prediction results of sliding windows.



2.2.1. Preprocessing


Because ECG signals contain noise such as baseline wander, powerline interference, and electromyography, our method uses a wavelet transform-based filter proposed by Donoho, DL et al. [17] to process all ECG records. In addition, the accuracy of the R-wave detection algorithm, based on empirical mode decomposition [18], has reached more than 98% in the PTB database. To obtain complete heartbeats, we apply this algorithm [18] to detect the R-wave position.



As each ECG record in the database has a duration of about 110 records, this is a long-term ECG record for physicians and Bi-LSTM networks. As shown in Figure 3, we sequentially took sliding windows with the same number of heartbeats from a complete ECG record. The hypothetical labels of sliding windows are consistent with the real labels of complete ECG records. In this way, the role of each unlabeled heartbeat in the ECG record can be fully utilized, and capacity of data is invisibly increased to better train the Bi-LSTM network. Although Bi-LSTM networks are robust to long-term dependencies, the duration of 110 records is daunting. Therefore, the size of sliding windows (the number of heartbeats contained in a sliding window) should be determined by the ability of Bi-LSTM networks.




2.2.2. Model


As shown in Figure 4, we propose a recurrent neural network based on the Bi-LSTM network and heartbeat-attention mechanism to classify sliding windows. It consists of four parts: Input Layer, LSTM Layer, Attention Layer, and Output Layer.



	
Input Layer






A sliding window with some unlabeled heartbeats is an input to the model. As shown in Figure 3, we assumed that the size of sliding windows was set as 10. At this time, T=10 in the input X[T] means that the time step of Bi-LSTM network is 10, as shown in Figure 4. To ensure the dimension of input X[i] (i∈[1,T]) was constant, we intercepted each heartbeat from one-third of the previous R–R interval and two-thirds of the next R–R interval, and resampled each heartbeat to 100 sample points. As the use of 12-lead ECG, the input X[i] was converted to a heartbeat vector with a dimension of 12*100.



	
LSTM Layer






The long short-term memory (LSTM) units were first proposed by Hochreiter S et al. [19] based on recurrent neural networks. The gating mechanism is used to solve the problem of gradient vanishing. Subsequently, due to its good capability for sequence memory, LSTM units are widely used in the field of natural language processing. Some improved versions based on the LSTM units are also emerging.



The basic LSTM units consist of four parts:



Forget gate ℱt: its expression is as (1),


ℱt= σ(Wf·[ht−1,xt]+bf)



(1)




where σ is a sigmoid function, a forget gate controls how much memory state of previous step is forgotten.



Input gate ℐt: its expression is shown as (2) and (3),


ℐt= σ(Wi·[ht−1,xt]+bi)



(2)






C˜t= tanh(Wc·[ht−1,xt]+bc)



(3)




where Cˇt is the state transition and tanh is a hyperbolic tangent function, a input gate determines how much input is retained.



Memory state Ct: it is determined by the state transition  Cˇt, input gate ℐt and forget gate  ℱt, as shown in (4).


Ct= ℱt·Ct−1+ℐt·C˜t



(4)







Output gate Ot: it controls how much the current unit output ht (hft and hbt) depends on the current memory state, and its expression is shown as (5) and (6).


Ot= σ(Wo·[ht−1,xt]+b0)



(5)






ht =Ot·tanh(Ct)



(6)







Bi-LSTM networks [20] are introduced based on the basic LSTM units. As shown in Figure 4, the model includes forward (hf[i]) and backward (hb[i]) LSTM channels, which simultaneously capture past and future information. It can extract deep and robust features regarding classification tasks of time series. The output ℋ[i] of the ith heartbeat is obtained by combining hf[i] and hb[i], as shown in (7).


ℋ[i]=[hf[i]⊕hb[i]]



(7)







	
Attention Layer






The attention mechanism was first proposed in the field of visual image recognition, and is widely used in natural language processing. For example, Bahdanau D et al. [21] introduced the attention mechanism to the machine translation for the first time and achieved excellent results. The attention mechanism, as the name suggests, was inspired by the performance of the human brain when it focuses on things, giving different weights to different parts of things.



In the field of ECG diagnosis, doctors may pay more attention to abnormal heartbeats when analyzing patients’ ECG records. Inspired by this trend, we propose a Bi-LSTM network based on the heartbeat-attention mechanism to detect myocardial infarction. The attention-based network is a measure of similarity. The more similar the current input (ℋi) is to the state of real labels, the greater the weights of the current input, indicating that the current output (𝓇) is more dependent on the current input (ℋi). Specifically, the current input (ℋi) reflects the characteristics of the corresponding heartbeat, and the weight (𝒶i) reflects differences between heartbeats in the detection of myocardial infarction. The weight (𝒶) is determined by the parameter (ω) automatically learned during training and the input (ℋ) as shown in (8), (9), and (10).


ℳ=tanh(ℋ) 



(8)






𝒶=softmax(𝓌Tℳ)



(9)






𝓇= ℋ 𝒶T



(10)







Then the output of attention layer 𝒽* can be expressed as (11).


𝒽* = tanh(𝓇)



(11)







	
Output Layer






We use softmax function and conditional probability maximum criterion to determine the prediction, as shown in (12).


Y=argmax (softmax(WB·𝒽* +bB))



(12)







As shown in (13), a cross entropy function is employed as loss function. And we add L2 regularization to reduce over-fitting, where λ is a hyper-parameter.


Lossθ= −1n∑i=1nyilog(Yi)+λ‖θ‖F2



(13)








2.2.3. Output


Because there are no any labels of heartbeats in the PTB diagnostic database, the predictions for sliding windows are not the final indicator for evaluating the performance. To obtain the final predictions for complete ECG records, we set the decision function. According to the counts of sliding windows, the predictions for complete ECG records are determined as the predictions for the majority of their sliding windows. Finally, we compared final predictions with the annotations in PTB diagnostic database to evaluate the proposed method.






3. Results


To illustrate the performance of the Bi-LSTM network with heartbeat-attention mechanism, we performed multiple sets of experiments in the PTB diagnostic ECG database. The experiments include two aspects. First, because deep learning networks are involved, optimal parameters are essential to improve the experimental results. The key parameters in our method include the Window Size: the number of heartbeats contained in a sliding window (corresponding to the time step in Bi-LSTM networks), the Beat Length: dimension of heartbeats (set as 12 * 100 described above) and important hyper-parameters in Bi-LSTM networks: dimension of hidden unit (Hidden Size), dropout ratio (keep prob). Second, to explain the effect of heartbeat-attention mechanism, we only removed the Attention Layer in our model and compared their experimental results in the same conditions.



3.1. Performance Evaluation


In the field of ECG diagnosis, the most common performance evaluation is sensitivity (Sen), specificity (Spec), and accuracy (Acc) respectively. To facilitate comparison with related studies, we also use them to evaluate our method. The expression is shown as (14), (15) and (16):


Sensitivity=TP/(TP+FN)



(14)






Specificity=TN/(TN+FP)



(15)






Accuracy=(TP+TN)/(TP+TN+FP+FN)



(16)







The positive sample is MI (label as 1) and the negative sample is HC (label as 0). Among them, TP, FP, TN, and FN, respectively, represent the number of sick samples diagnosed correctly as sick. Healthy samples are wrongly diagnosed as sick, healthy samples are correctly diagnosed as healthy, and sick samples are wrongly diagnosed as healthy.




3.2. Parameter Setting


In our experiments, 448 12-lead ECG records in the PTB diagnostic ECG database are randomly divided, 70% as the training set and the other 30% as the testing set. To obtain reliable experimental results, we repeat each set of experiments 20 times independently based on a Bi-LSTM network with heartbeat-attention mechanism. And the testing set are also randomly divided for each repeated experiment. Our model was trained on a processor for the Intel Core i5-8400 and a GPU for the Nvidia GeForce GTX 1060 6GB. Its convergence usually occurs after 1000 batches (batch size is 12) and takes about 5090.1 s.



To find optimal experimental parameters, we studied the impact of three parameters on experimental performance by control variable method, including the number of heartbeats in a sliding window (Window Size), dimension of hidden unit (Hidden Size), and dropout ratio (keep prob). First, only the Window Size was adjusted, and the values of the Hidden Size and the keep prob were set as 80 and 0.4, respectively. As shown in Figure 5, we can see that the accuracy, sensitivity, and specificity all have similar trends. When the Window Size is set to 24, the experimental performance is optimal, and the accuracy can reach close to 94%.



With regard to the hyper-parameters of Bi-LSTM networks: Hidden Size and keep prob, we can observe from Figure 6 that the red curve is in a relatively high position. Accordingly, the performance is relatively good when the keep prob is 0.3. As the green curve is in a relatively low position, we believe that the network may be over-fitting when the keep prob is 0.5. Because the peak point of the red curve is obtained when Hidden Size is 90, we conclude that the relatively optimal Hidden Size and keep prob are 90 and 0.3, respectively, and the accuracy can reach nearly 95%.




3.3. Experimental Results


On the basis of optimal experimental parameters, we respectively trained and tested the model without heartbeat-attention mechanism (Experiment 1) and with heartbeat-attention mechanism (Experiment 2) in the same conditions. The performance evaluation was calculated on the testing set containing 134 samples, and the average results were obtained after 20 independent repetitions.



As shown in Table 2 and Table 3, the accuracy of Experiment 2 is about 2% higher than Experiment 1, and the better accuracy can reach 94.77%. In addition, it can be seen from the confusion matrix that many healthy samples (HC) are wrongly identified as sick (MI) in Experiment 1, and its specificity only reaches 85.00%. The results of Experiment 2 clearly show that the specificity is significantly improved, reaching 90.48%. Simultaneously, the sensitivity in Experiment 2 is also maintained at a high level, reaching 95.58%.



The model with heartbeat-attention mechanism achieves better performance when the classifier and experimental condition are identical. From the methods section above, the principle of the heartbeat-attention mechanism is to make the model pay more attention to the key heartbeats by giving different weights to different heartbeats. As shown in Figure 7, we plotted a 12-lead record that was correctly predicted as myocardial infarction. The weights given to heartbeats by the heartbeat-attention mechanism in this record are represented by the green histogram. The thirteenth heartbeat is an obviously abnormal heartbeat, and it is given a larger weight. In addition, other general heartbeats are relatively evenly assigned weights. The model with heartbeat-attention mechanism can weigh different heartbeats differently for samples of myocardial infarction. Further, the difference in weights will make feature vectors more representative and result in better experimental performance, as shown in Table 3.





4. Discussion


As shown in Table 4, we listed some classical algorithms in the field of detection of myocardial infarction. Most [3,4,5,6,7] applied machine learning techniques to the detection of myocardial infarction and achieved promising results. However, some of them [3,4,5,6,7] achieved good results only for some specific ECG leads or ECG records. In our work, the Bi-LSTM network does not require complex feature extraction techniques and we achieved comparable or better performance in a relatively complete PTB diagnostic ECG database.



Acharya et al. [8] applied a convolutional neural network to classify heartbeats of lead II ECG records, also eliminating the need for manual extraction of features. Simultaneously, it achieved an accuracy of 95.22%. In our work, we do not use any labels of heartbeats to train our model based on the standard 12-lead ECG records. Further, our model is validated by the patients’ complete records and their real labels from the PTB diagnostic ECG database. Only a 1-lead ECG is unreliable for detection of myocardial infarction [3] and the beat-wise annotations are of great cost. Accordingly, our method is more effective and practical.



The experimental conditions of Sun et al. [9] were the same as for our experiments. They applied multiple instance learning to measure the difference between unlabeled heartbeats based on 12-lead ECG records. Our method can automatically complete this process by a Bi-LSTM network with heartbeat-attention mechanism. As analyzed in the previous section, the heartbeat-attention mechanism can weight different unlabeled heartbeats based on 12-lead ECG records to improve performance. Additionally, our method has been significantly and comprehensively improved in experimental performance in comparison with theirs [9].



In summary, our method has the following advantages:




	
It does not require any labels of heartbeats and is based on the standard 12-lead ECG records.



	
The heartbeat-attention mechanism is implemented to weight different unlabeled heartbeats.








Although our method achieves good performance, we also discovered drawbacks from misclassified samples. As shown in Figure 8, this is a false negative sample with only four abnormal heartbeats. Although the predicted value of this sliding window is correct, the prediction of the ECG record containing this sliding window is wrong. The reason is that the complete ECG record of ‘Patient049/s0173’ only contains four abnormal heartbeats, which results in many sliding windows to be predicted as HC. Eventually, the output of the decision function is wrong. This problem may be solved in two ways. On the one hand, a larger number of ECG records are needed to optimize the parameters in the decision function. On the other hand, we should add other symptoms of patients into the decision function.



For the false positive sample, we can see from Figure 9 that most of the heartbeats in the sliding window are distorted, and patient’s motion state or the stable type of acquisition devices has a significant impact on the quality of ECG signals. Poor quality will lead to degraded performance. We believe that the algorithms for evaluating quality of ECG signals [22] will improve this problem.



In summary, our method has following drawbacks:




	
It requires more data to further improve the performance.



	
Its performance is greatly affected by the quality of ECG signals.









5. Conclusions


With the tremendous development of medical big data and mobile monitoring, detection algorithms of myocardial infarction are being applied to real-time ECG monitoring equipment. We introduce a heartbeat-attention mechanism for the detection of myocardial infarction using a standard 12-lead ECG records; the mechanism achieved good performance, with the accuracy of 94.77%, sensitivity of 95.58%, and specificity of 90.48%. Our method does not use any labels of heartbeats to train the Bi-LSTM network and automatically weights the difference between unlabeled heartbeats to improve performance. Two drawbacks can be improved in our study. In future work, we will deploy our method to medical wearable devices [23] to obtain more real 12-lead ECG records to improve our method for greater accuracy and robustness. Eventually, the algorithm we are studying can be applied to the actual product and will serve patients well.
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Figure 1. Electrocardiogram (ECG) signal of myocardial infarction. 
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Figure 2. System Framework. 
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Figure 3. Sliding Window. 
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Figure 4. Model Framework. 
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Figure 5. Impact of window size. 
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Figure 6. Impact of hyper-parameters. 
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Figure 7. Weights assigned for different heartbeats in ECG records. 
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Figure 8. The ECG waveform of a false negative sample. 
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Figure 9. The ECG waveform of a false positive sample. 
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Table 1. The summary of PTB diagnostic ECG Database.
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	No
	Class
	No. of Subjects
	No. of Records





	1
	Myocardial infarction (MI)
	148
	369



	2
	Cardiomyopathy/Heart failure
	18
	20



	3
	Bundle branch block
	15
	17



	4
	Dysrhythmia
	14
	16



	5
	Myocardial hypertrophy
	7
	7



	6
	Valvular heart disease
	6
	6



	7
	Myocarditis
	4
	4



	8
	Miscellaneous
	4
	4



	9
	Healthy controls (HC)
	52
	79



	10
	n/a
	22
	27



	Total
	10
	290
	549
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Table 2. The performance of Bi-LSTM without the heartbeat-attention mechanism (Experiment 1).
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Predicted




	

	
HC

	
MI

	
Accuracy

	
Sensitivity

	
Specificity






	
Real

	
HC

	
17

	
3

	
92.54%

	
93.86%

	
85.00%




	
MI

	
7

	
107
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Table 3. The performance of Bi-LSTM with the heartbeat-attention mechanism (Experiment 2).
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Predicted




	

	
HC

	
MI

	
Accuracy

	
Sensitivity

	
Specificity






	
Real

	
HC

	
19

	
2

	
94.77%

	
95.58%

	
90.48%




	
MI

	
5

	
108
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Table 4. Summary of selected studies conducted for the detection of myocardial infarction (MI).
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	Author, Year
	Leads Used
	Data Used
	Method
	Performance





	Reddy et al. [4]

1992
	V2–V4 leads
	Normal:320 records

AMI:182 records
	Morphology feature

ANN
	Acc = NA

Sen = 79.00%

Spec = 97.00%



	Pei et al. [5]

2012
	V1–V4 leads
	Normal: 582

MI: 547

(heartbeats)
	HMMs with GMMs
	Acc = 82.50%

Sen = 85.71%

Spec = 79.82%



	Safdarian et al. [6]

2014
	Lead II
	549 records

(PTB)
	T-wave integral

Naive Bayes
	Acc = 94.74%

Sen = NA

Spec = NA



	Sharma et al. [3]

2015
	12 leads
	2148 instances

(a frame of four heartbeats from PTB)
	Multiscale Energy

SVM
	Acc = 96.00%

Sen = 93.00%

Spec = 99.00%



	Dohare et al. [7]

2018
	12 leads
	Normal: 60 records

MI: 60 records

(selected from PTB)
	Morphological examination

PCA

SVM
	Acc = 96.96%

Sen = 96.96%

Spec = 96.96%



	Acharya et al. [8]

2017
	Lead II
	Normal: 10546

MI: 40182

(heartbeats from PTB)
	Convolutional neural network
	Acc = 95.22%

Sen = 95.49%

Spec = 94.19%



	Sun L et al. [9]

2012
	12 leads
	Normal: 79 records

MI: 369 records

(PTB)
	multiple instance learning

SVM
	Acc = NA

Sen = 92.60%

Spec = 82.40%



	Our method
	12 leads
	Normal: 79 records

MI: 369 records

(PTB)
	Bi-LSTM

Heartbeat-attention
	Acc = 94.77%

Sen = 95.58%

Spec = 90.48%











© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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