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Abstract

:

Cardiovascular diseases are the leading cause of death worldwide. Therefore, getting help in time makes the difference between life and death. In many cases, help is not obtained in time when a person is alone and suffers a heart attack. This is mainly due to the fact that pain prevents him/her from asking for help. This article presents a novel proposal to identify people with an apparent heart attack in colour images by detecting characteristic postures of heart attack. The method of identifying infarcts makes use of convolutional neural networks. These have been trained with a specially prepared set of images that contain people simulating a heart attack. The promising results in the classification of infarcts show 91.75% accuracy and 92.85% sensitivity.
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1. Introduction


Cardiovascular diseases are the leading cause of death throughout the world, according to the World Health Organisation (WHO) [1]. Age-related illnesses such as heart problems used to appear as a person gets older. Moreover, the average age is increasing worldwide according to the World Bank [2]. In some countries like Italy, Greece, and Japan, the population older than 65 years exceeds 20% of the total, and the percentage tends to increase. Moreover, many older people worldwide prefer to live independently at home rather than move to a nursing centre. However, the decision to live alone increases the likelihood of not receiving timely assistance during an emergency, and even more so when a person lives in remote locations.



For this reason, many researchers have been developing methods and mechanisms to automatically detect abnormal events over the last decades [3,4]. A heart attack is an example of a situation in which timely care makes the difference between life and death. When a person experiences a heart attack, one main symptom is a strong pain in the chest [5]. A person living alone will find it very difficult to ask for help because of the pain caused by the infarct. Therefore, it is necessary to provide mechanisms that automatically detect events that affect a person’s health as in the case of heart attacks.



The strong pain in the chest due to a heart attack, present in most cases [6], leads to a position in which the person brings their hands to the chest and the upper body moves forward. This posture could be useful to detect a heart attack using computer vision techniques. However, as far as we know, there is no project based on human postures and gestures capable of detecting a possible infarction by processing a single image.



This article proposes a method for detecting heart attack events using a non-invasive method. That is, it does not require a person to wear a series of devices, a specialist to directly monitor the patient, or the person to operate a system in some way. This work included the creation of a data set of images with people simulating infarction conditions for training the convolutional neural networks (CNNs) constructed. Our proposal has achieved 91.75% accuracy and 92.85% sensitivity in detecting people with a potential heart attack. It consists of a visual monitoring system that enables the identification of people with apparent postures of infarcts, using CNNs to analyse colour images. The proposed system is intended to be added to larger systems such as intelligent health environments [7,8] or accompanying robots [9,10], enriching their capabilities.



The remainder of the paper is organised as follows. Section 2 presents several related works and their strategies in the recognition of human activity. Section 3 shows the methodology used to develop, train, and test the proposal. This section also presents the results obtained and a comparison with related works. Finally, some relevant conclusions and possible future works are described in Section 5.




2. Related Work


Many researchers are concentrating their efforts on solving different challenges in health care [11,12], specifically through human activity recognition [13,14]. This has opened the door to the detection of abnormal events in an automatic manner. Fall detection is by far the most commonly faced challenge and the top topic in health environments [15,16], but there exist other challenges like monitoring Parkinson’s disease [17] or even recognising emotional states [18,19].



Regardless of the event to be detected, it is possible to classify all publications into two principal approaches according to the acquisition sensors of the input data, which are non-visual and visual. For non-visual sensors, the use of accelerometers and gyroscopes [20,21,22] should be highlighted. Although these devices provide high precision, their main drawback is that they require that people wear them all the time, which is uncomfortable and not always possible. The second class uses cameras and is always based on computer vision to analyse the captured images or videos.



Regarding the image-based approach, the use of the Microsoft Kinect device is a solution often found in the literature [12,23,24,25]. This sensor simplifies some tasks like background subtraction and/or skeleton generation but limits or reduces the accuracy after a few meters of distance [26]. Another option consists in analysing the provided colour information directly by using artificial intelligence techniques [26,27]. In fact, the use of neural networks, and especially CNNs, has obtained excellent classification results in identifying particular events in recent years [24,27,28].



The most traditional approach to identify specific human events by analysing images is the identification of the human’s posture [29,30,31]. This can be achieved by analysing the silhouette of the person [16,25], obtaining the skeleton [32,33,34], processing the complete information of the person’s image, which is the approach used in this work, or even a combination of techniques [35].




3. Methodology


The objective of this work is the development of an algorithm to automatically detect when a person is having a possible heart attack by analysing images using CNNs. This work followed the steps described next and depicted in Figure 1: (1) generation of a set of images to be used for training, validation, and testing; (2) design of CNNs in charge of the identification of heart attacks; (3) training and validation of the CNNs; and, (4) performing of tests to determine the accuracy of the system. It is important to clarify that steps (3) and (4) were repeated until satisfactory results were achieved, as shown in the figure.



3.1. Creation of the Image Data Set


A data set of images with people in non-infarction situations and others with a possible infarction was generated. The data set is made up of images created by the authors plus others downloaded from the Internet. All these pictures contain only one person. In regards to images tagged as an infarct, all people show a posture in which they have one or both hands on the chest. As regards to no infarct situations, images where people are performing daily activities were used. Some of these latter images include similar postures to a possible infarct, but they are not labelled as such. The initial image data set contained a total of 1520 images, 760 images of class “Infarct” and 760 images of class “No Infarct”. To increase the number of images in the data set, the following actions were performed:




	
Each image was scaled to a maximum size of   256 × 256   pixels, maintaining the original proportion, both for “Infarct” and “No Infarct” images. This was done in order to reduce the amount of data to be processed during the augmented data technique.



	
After that, the images were classified into two categories, “Infarct” and “No Infarct”. Furthermore, each category was split into the three subcategories of training, validation, and testing, as shown in Table 1. This process was done manually in order to ensure that the images from each subcategory would not be repeated. This means that an image that is being used for training, for instance, will not be used again for validation or testing purposes, thus avoiding an alteration of the final results.



	
As the CNNs only have to infer a possible heart attack, people were extracted from the background of the image by reducing the noise caused by the variation of the background in order to improve the training set (see Figure 2).



	-

	
People were automatically located in each image. For this purpose, the Mask R-CNN software for object detection and instance segmentation was used [36].




	-

	
From the previous result, the background of the image was removed, replacing the value of each pixel with purple colour.







	
Finally, the augmented data technique was applied [37]. Data augmentation is a process for generating new samples by transforming training data with the target of improving the accuracy and robustness of the classifiers. In this case, each original picture generated 20 more different images. For this, six transformations were combined and applied to each image (rotation, increase/decrease in width or height, zoom, horizontal flip, and brightness change).








As a result, a total of 31,920 images were obtained by adding the augmented images to the original pictures, as shown in Table 2. It is important to mention that each image generated by the transformations during the data augmentation process was kept in the same set to which the original image belonged, ensuring that both the original image and its transformations belonged to no more that one set.



Figure 3 introduces an example of the resulting images, both of people with a heart attack and others in different positions. The data set includes images of the same people in different postures, as this allows the neural networks to identify the key features in the posture rather than to recognise the person shown in the image.




3.2. Design of Convolutional Neural Networks


At this stage, convolutional neural networks were built to identify the person’s posture, considering the defined size of the input images. Different tests were carried out with several layer combinations and configurations in order to reach the final model (presented in Figure 4).



At the beginning of the network, the proposed design has five convolutional blocks, where each block is firstly composed of a convolution layer to highlight the general features in the image. Then, a max pooling layer is provided to keep the number of variables of the network low, in this way maintaining a size easy to compute.



In the middle of the network, just after the convolution blocks, there is a dropout layer that prevents the generated model from presenting an envelope training, mainly due to the limited amount of data. After this, a flatten layer allows changing the 2D design of the convolutional layers to a vectorial one so that the values generated in the previous layers are passed to the traditional neuron layers.



At the end of the network, ten layers composed of traditional neurons are arranged, each with 128 neurons, which deliver the result of forward propagation to a softmax function with two outputs. These will classify whether there is or is not a person with a heart attack in the image.




3.3. Training, Validation and Test


The robustness of a model is not only given by the accuracy rate obtained during training but also by its precision when tested with unknown data. For this reason, it is necessary to add robustness at the training stage. Therefore, a part of the available data set must be split for training, another for validation, and another for testing. To ensure the best distribution of data for training, validation, and testing, the design of the networks were tested with several distributions. Table 3 shows the four data distributions that were assessed.



After carrying out the proves with the different data distributions, it became evident that the design maintained its robustness regardless of the selected distribution, as they present similar accuracy rates (see Figure 5). The figure shows the accuracy (left) and loss (right) at each step for the four distributions during training. From the shown graphs, it stands out that the learning speed in all distributions is similar. All four distributions require less than 100,000 steps to reach their best result.



For that reason, only one distribution was selected to validate the results. We chose the B distribution (70%–15%–15% for training, validation, and testing, respectively), which is a typical configuration in many other applications based on neural networks [38,39,40]. Please consider Table 1 again for a description of the number of images used for this distribution.



Once the training images were selected, the model was built using the Tensorflow [41] framework. A precision of 99% was achieved during training, which allowed 91.75% accuracy and 92.85% sensitivity in the test set, defining a learning rate of 0.003 and using the gradient descent optimiser. Both the source code and the image data set can be downloaded from https://github.com/Turing-IA-IHC/Heart-Attack-Detection-In-Images.





4. Results


For the assessment of the developed system, 2394 images of the “Infarct” class and 2394 of the “No Infarct” class were taken. The sensitivity, specificity, and accuracy (in percentages) of the proposed CNN-based method for heart attack detection were calculated as:


  s e n s i t i v i t y =   T P   T P + F N   × 100 ,  



(1)






  s p e c i f i c i t y =   T N   T N + F P   × 100 ,  



(2)






  a c c u r a c y =   T P + T N   T P + T N + F P + F N   × 100 ,  



(3)




where   T P   (true positives) is the number of images correctly identified as an infarct,   F N   (false negatives) is the number of images incorrectly identified as no infarct,   F P   (false positives) is the number of images incorrectly identified as an infarct, and   T N   (true negatives) is the number of images correctly identified as no infarct. In this case,   F P = 224  ,   F N = 171  ,   T P = 2223  , and   T N = 2170  . These numbers obtained a sensitivity of   92 . 85 %  , a specificity of   90 . 64 %  , and an accuracy of   91 . 75 %  .



Although the detection of heart attacks using the strategy proposed here is unprecedented, there are multiple works focused on identifying specific human activities and abnormal behaviours. This is the reason why the present work compares the obtained accuracy with reference works that identify other types of events (see Table 4). As shown, our method overtakes previous works with similar approaches in terms of accuracy. This demonstrates that our proposal can be used as an effective way to classify events in human activities, even when the initial sample is limited.



A strategy similar to the one presented in this work, using RGB-D (reg, green, blue plus depth) images, colour subtraction, and a CNN, was presented for the identification of fall events [24]. The difference lies in the source of the images. In this case, a Kinect sensor was used, also obtaining depth information that was used to eliminate the background. The accuracy is poorer, by far (74%). Regarding the use of specialised sensors such as the Kinect, the main problems of their implementation lies (a) in the increase in costs and (b) in the fact that there are already effective methods to extract a person from the background without their use.



As in the previous case, the Kinect sensor is used in another approach [34]. Instead of subtracting the background, this paper makes use of the skeleton delivered by the proper device. It is worth noting that the proposal not only focuses on a single activity but tries to identify up to 12 activities in 5 different environments. It makes use of the hierarchical maximum-entropy Markov model, obtaining a global accuracy of 84%.



Unlike in the previous approaches, the data source is traditional RGB (red, green, blue) images in another paper [27]. In addition, this paper extracts the person from the background using a CNN. The difference with our approach is that the authors train an RNN/LSTM (recurrent neural network/long short-term memory)network using skeletons generated with 14 joints to detect a fall. They communicate an 88.9% accuracy, close to our proposal.



Another proposal [25] makes use of several of the aforementioned strategies. On the one hand, it uses the Kinect device to generate binary images, leaving the background in black and the silhouette of the person in white. Subsequently, the generated images are analysed by a network that starts with convolution layers followed by LSTM layers. This is the most striking aspect of the proposal, its accuracy being the lowest of all the compared papers.



Finally, a work that starts with the creation of a fall data set constructed with YouTube videos has been presented [26]. The novel element of this proposal with respect to other works is the creation of dynamic images. These types of images are an amalgam of several frames of a video in a single image, including the changes occurring in a window of time. This generates images with shadows or strokes coming from the subtraction of pixels. After generating the images, these are passed through the pretrained Oxford’s Visual Geometry Group VGG-16 model [42], which helps to reduce the processing needs due to the learning transfer strategy. However, the results are not very good, which may be due to insufficient data in the training data set or because the type of images used for training does not present any advantage in comparison to traditional images.




5. Conclusions


This paper has introduced a method to identify a possible infarct in RGB images. Our experiments obtained 91.75% accuracy and 92.85% sensitivity in the detection of people in postures associated with infarcts. Our CNN-based algorithm could be implemented in smart and health environments or accompanying robots.



As far as we know, there is no similar proposal to identify a possible infarct using computer-vision-based non-invasive methods. Therefore, the development of the proposal presented in this article should be considered of great importance since it could prevent the death of people.



The paper has shown that convolutional neuronal networks (CNNs), along with adequate data sets, allow quickly and accurately finding and detecting different image patterns that are useful in the health care and medical fields. Likewise, CNNs demonstrate stability in the different forms of distribution of the available data set images for training, validation, and testing. However, it is not always possible to count on a sufficiently large set of data to perform the training of a CNN. In this sense, data augmentation has demonstrated itself to be fundamental to improving the training.



As future work, it is intended to expand the data set and to build other neural network architectures. Moreover, it is our aim to widen the proposal to consider other types of troubles that affect the well-being and health conditions of people’s lives.
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Figure 1. Stages of the system. 
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Figure 2. Location and extraction of a person. (1) Original image. (2) Location of the person. (3) Background removal, cropping, and re-sizing. 
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Figure 3. Some images from the augmented data set. (A) “Infarct” class. (B) “No Infarct” class. 
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Figure 4. Convolutional neural network architecture. 
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Figure 5. Comparison of training accuracy (left) and loss (right) for the four distributions. 
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Table 1. Data in selected distribution: Images per class and set.
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Class

	
Training

	
Validation

	
Test

	
Total




	
70%

	
15%

	
15%






	
Infarct

	
532

	
114

	
114

	
760




	
No Infarct

	
532

	
114

	
114

	
760




	
Total

	
1064

	
228

	
228

	
1520
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Table 2. Amount of original images and total number after data augmentation.
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Class

	
Initial

	
Training

	
Initial

	
Validation

	
Initial

	
Testing

	
Final




	
Training

	
Augmented

	
Validation

	
Augmented

	
Testing

	
Augmented






	
Infarct

	
532

	
10,640

	
114

	
2280

	
114

	
2280

	
15,960




	
No Infarct

	
532

	
10,640

	
114

	
2280

	
114

	
2280

	
15,960




	
Total

	
1064

	
21,280

	
228

	
4,560

	
228

	
4560

	
31,920
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Table 3. Percentage of data set images used in each distribution for training, validation, and testing.






Table 3. Percentage of data set images used in each distribution for training, validation, and testing.





	Distribution
	Training
	Validation
	Test





	A
	80%
	15%
	5%



	B
	70%
	15%
	15%



	C
	70%
	0%
	30%



	D
	80%
	0%
	20%
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Table 4. Comparison between similar approaches.






Table 4. Comparison between similar approaches.





	Work
	Model
	Activity Identified
	Accuracy
	Data Source
	Data Set





	[24]
	CNN
	Fall
	74%
	RGB-D input, background subtraction
	Own, captured with Kinect



	[34]
	Hierarchical maximum entropy Markov model
	talking on the phone, drinking water, talking, relaxing, writing
	84.7%
	RGB-D input, Skeleton
	Own, captured with Kinect



	[27]
	CNN and RNN/LSTM
	Fall
	88.9%
	RGB input
	Not reported



	[25]
	CNN and RNN/LSTM
	Fall
	60.76%
	RGB-D input, background subtraction
	Own, captured with Kinect



	[26]
	CNN
	Fall
	65.0%
	RGB input
	YouTube Fall data (YTFD) set



	Ours
	CNN
	Infarct
	91.7%
	RGB input, background subtraction
	Own, Internet images
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