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Abstract

:

Featured Application


The results of the work may find a potential application in creating effective wireless communication environments with high probability connections; for example, for IoT.




Abstract


The paper focuses on the phenomenon of phase transitions related to changes taking place directly in a network structure; i.e., in physical topology. Although these changes are related to the physical layer, they directly affect the functioning of higher layers, and thus the quality and efficiency of network transmission. The research presented herein was focused in particular on phase transformations in MESH type wireless topologies. The dependence between the values of radius (transmitter power) nodes and the coherence of the MESH network is presented. These considerations are important for understanding the dynamics of processes occurring in topological structures, and for optimizing the use of power sources for individual nodes. The paper also presents the use of phase transition analysis for early detection of network coherence loss at the physical layer level. A new mechanism for assessing the level of network communication and an active method of preventing its failure using the arbiter and a set of limited diagnostic information are described. The solution presented can be used both in Internet of Things (IoT) systems and Industry 4.0 to create a high level of reliability wireless connection infrastructure between mobile and fixed devices.
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1. Introduction


Phase transitions occur in many areas of the world around us [1,2,3,4,5]. This applies to both phenomena occurring in natural systems, and in artificial (man-made) ones. Usually, the phase change is caused by a rapid and significant change in the values of the parameters of a given system or object. It obviously changes the properties of a given system. Such phenomena are well known and described. They mostly regard studies in the field of physics, electronics specifically, but also social and economic relations [6,7,8,9,10,11]. Thermodynamic processes are the most well-known and commonly observed phase changes, among which there are the changes in the state of water into ice or steam [12]. Phenomena related to phase transitions also occur in computer networks and systems [13,14,15]. They are connected, e.g., with routing processes, data flow processes, and queuing, but also changes in the structure of physical and logical topology. This paper primary concerns the changes in physical topology in computer networks, which especially in the case of wireless networks, may take the form of sudden and unpredictable changes. The authors based their study on one of the forms of wireless networks; namely, MESH networks [16,17]. These networks are particularly widely used in Internet of Things (IoT) type infrastructure; i.e., to ensure connectivity of sensor systems or communication in computer networks of the ad hoc type [18,19,20,21]. They can be used both in general access networks (networks in parks, on the streets, the natural environment, etc.), industrial networks (for Industry 4.0; e.g., connections of production devices and communication in a distributed sensor system), and in a home environment (e.g., smart home solutions). These types of networks allow the creation of both mobile and fixed structures of wireless communication networks that enable both work in the stable work phase and adaptation to changing conditions in the unstable work phase. Adaptive routing mechanisms that adapt to the current situation in the network infrastructure are usually responsible for this [22,23,24,25]. The scope of this paper does not take into account the aspects of routing and Quality of Service (QoS) mechanisms implemented in higher layers. The aim of the study was to consider the phenomenon of phase transition in the context of ensuring the consistency of the MESH network and to use it for early detection and prediction of failures.



From the point of view of the operation of MESH wireless networks, the reliability of the elements forming it is particularly important. The unreliability of this class of solutions is primarily associated with the model of battery power supply of elements, and frequently, their unprotected location. Compared to classic wired or wireless networks, the Mean Time To Failure (MTTF) time for MESH nodes is significantly shorter [26]. The reliability analysis of this class of solutions was presented in papers [27,28]. Therefore, in the case of MESH wireless networks it is important to pay special attention to issues related to failure tolerance, since these solutions are used in production networks and support the functioning of critical infrastructure systems. At present, mechanisms related to ensuring business continuity of the MESH network are based on mechanisms of quick failure identification and fault tolerance at the level of communication protocols.



In [29], a simple multicast ping mechanism for detecting damaged nodes in the ZigBee network is presented. In [30], failure detection in the mesh network was based on the use of artificial neural network. A previously trained neural network analyzes parameters, such as number of dropped packets, delay, and throughput reduction, and detects a failure based on them. A similar approach for optical networks is described in [31]. The implementation of these solutions in a real network would, unfortunately, be difficult due to the need for ongoing monitoring of all inter-node communication, which in consequence introduces large communication overheads. In [32], the authors analyzed the possibility of using “hello messages” to quickly detect failure in a mesh network. The paper [33] proposed how to accelerate the failure detection in MESH network nodes using data-mining-based link failure detection and using the MAC layer to predict connection failures. The literature also includes the use of a number of other mechanisms for detecting MESH network damage, such as Cooperative Watchdog [34], Software Defined Networks (SDN) [35], and the use of redundant elements [28].



Frequent exchange of control messages between nodes may be required for routing protocols that support fault tolerance to identify current network topology. Mechanisms known from wired networks (e.g., Bidirectional Forwarding Detection) can also be used in conjunction with the alternative routes table for each topology node. In the case of using tolerance and fault detection mechanisms at the level of routing protocols after damage detection or during the diagnostic process, increased communication of the MESH network nodes with the network supervision node occurs, which may adversely affect the time of failure removal and network load [35,36,37].



Formal methods applied to diagnose failures in wired mesh networks in the case of supercomputers and on Networks on Chip (NoCs) networks can be adapted for early detection or estimation of the probability of failure [38,39]. However, direct application of the results is difficult due to the inability to take into account the current, variable state of the network in the proposed model.



The solutions regarding MESH connection network failure described in the literature are associated with a reactive approach based on the early detection of a failure to a node or a communication channel. In the cases analyzed, the prediction of network failure is usually based on the use of artificial intelligence methods or data mining techniques to analyze sets of a wide spectrum of network operational parameters, and the traffic that is transmitted through them. There are no solutions that, based on limited information, are able to predict network failures without having to analyze all traffic parameters. The methods presented above are based on mechanisms specific to layers 2 and 3 of the ISO/OSI model. This paper proposes a method of prediction of a failure in the physical layer (topology) of the MESH network using a phase transition model with an arbiter and a set of limited diagnostic information. We concentrated on the relationship between the change in the strength of wireless transmitters (which has a direct impact on their range) and the consistency of physical topology. Thanks to this analysis, the phase changes that accompany them may be presented. The conducted simulations were carried out for random topological structures using a variable power of transmitters. The results of these simulations give a completely new look at the issue of phase transitions in computer networks and provide the basis for further research.




2. Wireless MESH Networks


The rapid development of mobile services and the significant increase in the number of mobile devices makes it necessary to provide more and more novel solutions in terms of reliability and performance of wireless network structures. MESH networks are one of the types of these structures [16,40]. These networks constitute a wireless communication infrastructure between distributed network nodes. These nodes can be installed wherever power infrastructure is provided. These structures are frequently used in ad hoc type solutions, which are perceived as cheap and energy-saving nodes. As technology advances, they are becoming more and more miniaturized and efficient. The essence of this type of network is to provide direct, non-hierarchical communication between as many nodes as possible. Therefore, the main idea of MESH wireless networks is based on the appropriate physical topology, as various techniques can be used in the area of logical topology—switching, routing, load balancing, etc.



Thanks to the implementation of this type of network, it is possible to set up a connection without the need to use a wired network, which enables a significant increase in network coverage. The density of nodes has a direct impact on the number of connections between them, the effect of which is an increase in reliability and distribution of load in the network. Such a solution may be particularly important in areas where it is difficult to build a wired network infrastructure; e.g., forested and mountainous terrain; environments that are temporary in nature, such as at occasional events, including concerts and sports competitions; but also in parks, buildings, and many other places.



The infrastructure of MESH wireless networks is based on the classical grid topology (Figure 1). Obviously, it is not always possible to provide a physical infrastructure on the basis of a full mesh, because then a combination of n(n−1)/2 connections is necessary, where n is the number of nodes. On the one hand, this solution can be expensive, but on the other hand it is impossible to implement; e.g., due to technological limitations such as the range of radio connections. In this case partial mesh solutions are used; they are intended to ensure the cohesion of the network in the first step, and in the second step enable possible redundancy of connections.



Figure 2 presents an example of the implementation of a wireless MESH network based on, e.g., the 802.11s standard [41,42]. Thanks to the use of such a solution, it is possible to combine effective wireless communication between the wireless nodes, which are intermediate points (e.g., access points) and end devices connected to it.



MESH technologies are used to create fast and redundant wireless infrastructure. Implementing them in wireless networks extends their functionality and contributes to the increase of their performance; thus, becoming a more effective transmission medium for various convergent network types as well, ensuring stable transmission of video, audio, control data, etc. In addition, their advantage in relation to traditional wireless networks is their increased resistance to failures, and the use of an appropriate number of devices allows one to balance their load by selecting the optimal routes.




3. Phase Transitions in the Structure of a Wireless Network


Before implementing the analysis of phase transformations in topological structures, one should present a definition of a phase; i.e., a uniform part of the physical system, separated from others by interphases, called phase boundaries, on which a step change of physical or chemical properties takes place [43,44]. Taking into account the structure of physical topology in wireless networks, the phase transition border shown in Figure 3 also indicates that even a small reduction in the transmitter’s range (exceeding this limit to the left) may cause major changes in the structure of network connections. In an extremely critical situation, as even a slight crossing of this limit may result in a loss of cohesion, and hence the breakdown of communication connections. However, in many cases, this limit is the beginning of the so-called interfacial area; i.e., the area in which the probability of a connection between neighboring nodes decreases (below the value of 1). It should be remembered that change in the value of such parameters as transmission range, number of nodes, and their location, does not necessarily result in a change in the probability value of ensuring network connectivity (which will be demonstrated later in the work). In this case, despite maintaining the connection, there may be significant degradation of the connection quality, which is associated with the loss of packets, large delays, etc.



The interphase dissociates the stable operation phase of the wireless network from unstable operation. From the perspective presented above, a phase transition of a structural nature is considered. Therefore, no changes such as routing or providing flows are analyzed for logical relations. Taking this into account, the interfacial area is characterized by the fact that coherence is still maintained, with the probability of connections between each pair of any nodes being less than 1.



Figure 4 presents an exemplary fragment of the MESH network structure taking into account the maximum and minimum-acceptable power of nodes. The difference between the two powers creates a tolerance factor that provides connections to all nodes in the network. Thus, tolerance directly affects the costs associated with the power of transmitters used to make the necessary connections.




4. Analysis of Phase Transitions in the MESH Network


The simulations we conducted were based on randomly generated topologies of wireless networks. Thus, the random distribution of nodes determined the necessary power of the transmitters in order to ensure a proper set of connections. Taking into account the development of technology, antennas, protocols, and communication standards during the simulation, a general assumption was made in which the radius of a given node means   r ∈  〈  0 ; 1  〉   , where the value 1 means the guarantee of connection of each node with each in the infrastructure. Thus, this case corresponds to the topology, which is characterized by a high rate of connection redundancy (full mesh). The sample mesh topologies for different numbers of nodes and r = 0.5 are presented in Figure 5. It should be noted that the number of nodes randomly distributed in a given area affects the distances between them; therefore, it will affect the process of the phase transition.



The simulations carried out indicate that as the radius value decreases, the number of available connections decreases. In addition, with a smaller number of nodes, there is a higher probability that the number of available connections will be significantly reduced with a relatively small change in the radius value. This dependence is shown in Figure 6 (for the purposes of the paper, this chart will be referred to as PTC; phase transition chart), which shows the relationship between the probability of connection and the radius value. These charts confirm previous observations. Thus, a smaller number of nodes causes a faster phase change (see Figure 6a), while the interface is much wider. However, in the case of a large number of nodes, e.g., 60 (see Figure 6d), the probability of providing connections (p = 1) is much larger and the interphase is relatively narrow. Thus, the dynamics of the phase change process in the interfacial area is much larger, and a small change in the transmitter’s power allows the meaning to reach the stability/consistency of the topology faster.



Figure 7 presents selected simulation stages in which for a selected number of nodes, n = 25, the radius value was gradually reduced from 1 to 0.1. For a radius value of approximately 0.4, the interfacial area begins, which lasts up to approximately 0.2. At the same time, we obtain an incoherent structure at 0.2, so we are in the unstable phase from the perspective of the network structure.



As a result of the tests, it can be clearly stated that in the case of phase transition in the structure of the MESH wireless network, the interfacial area indicated in Figure 3 has no fixed size, and thus, for different distribution of nodes, may be larger or smaller. This is important for maintaining the stability of the network structure and for providing higher layer services. In the interfacial area, optimal parameters can be found to achieve, e.g., high energy savings, but it can also include parameters that will allow high redundancy of connections and devices.




5. Application


One of the basic areas of active management of a distributed computer system is the ongoing analysis of the consistency of communication network. It is particularly important from the perspective of dynamic structures based on radio communication for Industry 4.0 and IoT systems. One of the main pillars for the development of production lines designed in the spirit of industry 4.0 is the use of in-depth sensory diagnostics. For economic reasons, it is not possible to replace existing manufacturing components (machines) with new ones equipped with the desired sensors. One of the proposed solutions is the use of additional sensors placed on crucial elements of the machines that transfer data to the control system, anomaly detection, etc. Such a solution was proposed, e.g., in the paper [45], where the authors present the use of high-sensitivity LiNbO3 vibration sensors for robotic arm monitoring. The MESH network was built to create a communication layer for the sensors. The possibilities of using MESH networks to connect IoT elements are obviously much wider and their use is practically unlimited, especially for data collection networks. Some of the industrially-used solutions use battery-powered MESH infrastructure elements. Their lifetime is limited, but a failure of one of the network elements does not cause its inconsistency. The node coherence of such networks is usually many times higher than 2. In order to manage such networks properly, it is necessary to develop a method for estimating the current network integrity. Of course, measures such as graph coherence or connectivity (understood as the ratio of the edges available in the topology being analyzed to the number of edges in the corresponding complete graph) can be used. However, their use does not determine the probability of loss of consistency in a holistic approach, but is rather used to determine whether the network is working or not. To assess the current ability to provide network communication, the authors proposed architecture and an algorithm based on the phase transition analysis discussed earlier. The system architecture is presented in Figure 8.



The key element of the system is the arbiter; i.e., the application that collects and controls the state of the MESH N1 network on an ongoing basis using three types of messages:




	
Actual node radius—in this message the nodes in the network transmit the current value of the transmitter power which is then transformed to the form of   r ∈  〈  0 ; 1  〉   .



	
Keep alive—is information periodically sent to the arbiter by each network node, informing it about its proper functioning, similar to the mechanisms used in classic routing protocols. The node may initiate sending information periodically or create a response to a message sent by the arbiter. It depends on the specificity of the network and the protocols used. In case this message is not received, the arbiter acknowledges that the node is unreachable and a response from technical staff is required. It is possible to define a threshold value for the number of unreceived messages, which allows us to conclude that a given node is permanently unavailable.



	
Position—this message provides information about the current position of the node (its location). The message is important for networks with mobile elements and should be treated as options. For static networks, the location of static nodes can be implemented at the network construction stage and remembered by the arbiter.








Based on this data, the arbiter creates a virtual network model referred to as VN1 in the Figure 8. The model created in this way is passed for further analysis to the algorithm (blue blocks in Figure 8). Apart from VN1, the input data are: pt—the borderline value of probability of providing connections p acceptable to the business owner of the network; t—time (time step) defining how often the network status control procedure is run. In order to save energy consumption of individual nodes, the three types of messages described above can be sent as one collective message. At this stage, the key is the proper selection of the t parameter, which is responsible for the frequency of sending these messages. This translates into energy consumption by the node. Therefore, the value of this parameter may depend on the assumed level of network reliability, service level agreement, and the current node’s battery level. In the next step, the PTC chart is determined for a given topology. On this basis, the current point at which the network is located in terms of phase transition and acceptable risk is determined. Figure 9 illustrates this process.



At the moment t1 (Figure 9a), the operating parameters of the system (available number of nodes, their location, and range of transmission) ensure the possibility of maintaining full coherence in the network; i.e., making connections with probability of p = 1. Let us assume that the power of transmitters is reduced as a result of system operation due to the depleted node batteries. As a result, the probability is p = 0.8 at t2. In this case, the system generates a warning message to the network management system (NMS) system, informing it about deteriorating network reliability. If the power of the transmitters decreases further at the time of t3, the system sends a message about the critical state of the network and the need to take immediate action (e.g., the need to replace the battery). It should be noted that the arbiter is connected both to the MESH network structure using a wireless network and uses a reliable connection (GSM, cable connection, etc.) to the network management system (NMS). The question of how to replace the battery can be implemented in many ways, e.g., by technical staff. A separate issue, discussed later in this article, is how to set the parameter value pt. The second case is considered here (Figure 9b). Compared to the first case, the number of available network nodes dropped as a result of failure directly affecting the shape of the PTC curve. The way the curve shape changes for the interfacial area depending on the number of nodes is presented for sample networks in Figure 6. To maintain consistency, nodes must increase the transmission range. As a result of these events, the network becomes very sensitive to power drops (a very small “green” area on the PTC chart) of transmitters and requires relatively much energy for proper operation. In such a situation, the arbiter quickly reports warning (t4) messages and corrective action will be required. The probability limit pt can be determined experimentally during system operation. Correct timing is crucial because of the system operation costs. During the interviews with a group of entrepreneurs, the following aspects were identified related to the correct selection of time:




	
Huge and constantly growing costs of maintaining own IT department responsible for maintaining the company’s IT systems, including the considered network system [46]. In order to reduce operation costs, companies use outsourcing of ICT services. Generally, the costs of such a service include: cost of maintaining engineers’ readiness (fixed monthly fee), cost of response time (fixed monthly fee), cost of work performed on site (variable man-hour charge), maintenance of spare parts warehouse (fixed fee monthly). If the company operates a critical communication system, it strives to ensure that the response time is as short as possible (maximum 4 h), and that the outsourcing company maintains all types of spare parts. In this case, the value pt should be close to 1 (e.g., 0.9). Early failure prediction, based on the proposed algorithm, will extend the response time and eliminate the need to maintain full hot stock of spare parts. This will significantly reduce the fixed operating costs of the system.



	
Some companies base operations on a risk management model. In this case, the model analysis enables precise determination of the value pt, which in turn allows achieving the level of risk acceptable for the entire system (direct connection of the value pt with the residual risks).








In both cases presented in Figure 9, for a considered MESH network, recovery from critical state t3 → t2 and t6 → t5 could be achieved by placing additional nodes in the communication system. In the first case, this would improve the connection parameters of the system at a lower radius r, and in the second case, this would reduce the power of transmitters and extend their operating time. The optimal location to place the transmitter can be determined on the basis of a simulation based on the VN1 network model. After determining the location, the previously prepared transmitter (provisioning) can be set in a given location by unqualified technical staff.



Figure 10 shows the response areas used by the arbiter for the exemplary situations shown in Figure 7. The warning area starts when the radius value falls below r = 0.51 (and p < 1). If the pt parameter value falls below 0.5 (r < 0,3), the network may lose coherence in the case of a small change in several parameters. Below the radius value of 0.28, an adverse change in any parameter will result in the loss of integrity of the entire network.



During the simulation, many tests were carried out for various MESH network structures with different numbers of nodes and different radius values. Figure 11 and Figure 12 present select results from these simulations. In these two cases, variants of the MESH network topology with 100, 150, 250, and for a broader analysis, 1000 nodes, were taken into account. The choice of a larger number of nodes resulted from the need to compare potential results with those previously obtained for a smaller number of nodes (Figure 6 and Figure 7). The simulations carried out in these cases included two radius values r = 0.1 (Figure 11) and r = 0.4 (Figure 12). As can be seen in particular in Figure 12, an increase in radius value would not be significant at a high saturation of a given area with nodes, since the stable operation phase associated with a 100% probability of ensuring network connectivity remains unchanged in the range from about 0.2 to 1.0. Therefore, the previous statement is confirmed that the number of nodes directly affects the phase transformation process. Therefore, the interfacial area is much narrower (Figure 11 and Figure 12b,d,f,h) and the slope of the graph is much steeper, so the warning and critical areas are much smaller, which forces a quick response from the NMS. Presenting a greater number of cases, e.g., 300, 500, or 750, or over 1000 nodes, will not bring anything new, as the results obtained are similar to those presented in Figure 11 and Figure 12. Analyzing the results obtained in these graphs, it can be observed that the rapid reduction in radius when the system is in the interphase can cause immediate network inconsistency. Therefore, comparing Figure 6, Figure 7, Figure 11 and Figure 12, it can be stated that in the case of a small number of nodes, the stable operation phase is shorter, which is associated with higher energy consumption, while in the case of a large number of nodes, the radius value can be significantly reduced, but then infrastructure is much more sensitive to changes in the value of transmitter’s power.



Analyzing the results obtained from the point of view of fault tolerance, the situation is then the opposite; i.e., in the case of Figure 11 and Figure 12, despite the narrow interfacial area, it is characterized by high resistance to the potential for failure of individual nodes. On the other hand, in the case of Figure 6 and Figure 7, the wide interfacial area does not guarantee consistency when the number of active nodes is reduced. Additionally, one can imagine a situation in which the interfacial area could be very narrow and almost tangential to the vertical axis; i.e., the value near r = 0. Such a situation is not economical, as it requires the use of a huge number of nodes. However, comparing Figure 6b, Figure 11b and Figure 12b, it can be stated that by oscillating radius values in the range from 0.2 to 0.6, network coherence can be achieved by using a much smaller number of nodes. Therefore, by increasing the radius value, we are also broadening the interfacial area, and thus the critical and warning areas are much wider. For example: the diagrams related to the interfacial area from Figure 11a and Figure 12a are very similar to each other, but in the case of the topology corresponding to Figure 11a there is a loss of network consistency which results directly from a small radius value r = 0.1 (in the case of topology from Figure 12a r = 0.4). For the example under consideration, it is important to determine the appropriate probability value pt, which will define the demarcation lines between the critical and warning areas. Of course, as it was previously described in this paper, this value can be iteratively determined during the system’s operation; however, it should be noted that the value of pt determined for the network from Figure 12a will be much higher than the value of pt for the network from Figure 12b.



The network management system (NMS) plays a key role in responding to a failure in the proposed architecture. In short, it is a central IT system (most often an application) for IT system management including a computer network. Recently, the paradigm of NMS systems has changed and has evolved towards SDN networks [47] dedicated to automatic network management. In the research we conducted, two mechanisms of NMS system response to critical or warning messages reported by the arbiter were considered. In the first reactive approach, NMS system informs technical staff about the need to take action. In the second case, first NMS system automatically takes independent actions to repair the network. Figure 13 proposes the architecture of the MESH system with inactive transmitters marked in red. For a given type of messages, the NSM system can activate all or select transmitters to improve connection conditions of the entire system.



The application of test results presented in this chapter is one of many possible scenarios. The research conducted by the team is closely related to industrial applications, Industry 4.0, and IoT systems, which is why this class of systems has been chosen to present the possibilities of using research related to phase transition analysis in wireless networks built in MESH topology.



Existing work in the literature does not deal efficiently to resolve the issue of early detection of network coherence, especially for wireless MESH networks. Table 1 presents a comparison of methods that are used in the process of failure detection in computer networks and their prediction. Particularly noteworthy are methods based on machine learning and based on data mining techniques. They can be used for short-term prediction of network failures. In the case of the methods described in [31,48], their proper functioning requires the maximally extended logging of traffic and activity of network nodes. This approach in the MESH networks considered in the article due to the assumed battery power supply would significantly reduce the network lifetime and significantly reduce the value of the available transmission band for the relevant data (other than diagnostic and control packages). In the case of the method in [49], it is necessary to implement functionality for each node in the application layer that would allow detection of network failures. In the case of the MESH networks discussed, that is unacceptable due to limited computational performance of network nodes and assumed battery-power supply. The approach proposed in the article compared to existing methods requires fewer diagnostic data (sent from network nodes to the arbiter) and allows for conducting computationally complex analyses outside the MESH transmission network infrastructure. Thanks to this, the proposed solution works well for wireless MESH networks.




6. Conclusions


Phase transitions occur in various environments, both natural and artificial. The study of them can contribute to understanding the dynamics of changes taking place in complex systems, such as computer systems and networks. Therefore, this paper analyzed the relationship between the connection structure at the physical layer in wireless MESH networks and the power of the transmitter. As a result of the simulations conducted, a clear interfacial area was observed, in which the topological coherence still occurs with a changing probability of connections smaller than 1.



The results obtained should contribute to a greater understanding of the phase change phenomenon occurring in IT networks, and allow designers of this type of infrastructure to create effective communication environments with high probabilities of connections while taking into account the optimization of transmission resources. The effective energy management, which is directly related to the power of individual transmitters, is also of great importance here. This issue is of particular importance when using MESH network nodes that do not have a constant source of power, and are based, e.g., on solar charged batteries. The paper also proposes a new approach for early warning of loss of MESH network consistency based on the results obtained in the first part of the paper. Its application enables the prediction of critical failures of communication systems, e.g., in industrial systems and sensor networks.



In future studies, we plan to study phase transitions related to topological structures in wired networks, and processes related to network traffic flow, phase transitions in logical network structures—routing, load balancing, etc.—and phase transitions occurring in queuing systems.
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Figure 1. Topologies of the mesh: (a) full mesh; (b) partial mesh. 
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Figure 2. An example of the implementation of the MESH structure in a wireless network. 
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Figure 3. The power range of a transmitter in the context of providing connectivity. 
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Figure 4. Tolerance to maintain connectivity in a wireless network. 
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Figure 5. Exemplary mesh topologies for the radius of 0.5 for: (a) n = 10; (b) n = 25; (c) n = 60. 
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Figure 6. Phase transition in terms of providing connectivity in the MESH topology for values of: (a) n = 3; (b) n = 10; (c) n = 25; (d) n = 60. 
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Figure 7. Structural phase transition for mesh topology at n = 25: (a) r = 1; (b) r = 0.65; (c) r = 0.28; (d) r = 0.2; (e) r = 0.1; (f) probability of combination depending on r. 
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Figure 8. Architecture of the early warning system against loss of consistency. 
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Figure 9. Illustration of the algorithm operation in Figure 8: (a) reduction of transmission power; (b) reduction of available network nodes. 
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Figure 10. Areas identified by the arbiter in relation to the cases in Figure 7. 
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Figure 11. Exemplary mesh topologies for the radius of 0.1: (a) n = 100; (c) n = 150; (e) n=250; (g) n = 1000; and structural phase transition for these topologies: (b) n = 100; (d) n = 150; (f) n = 250; (h) n = 1000. 
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Figure 12. Exemplary mesh topologies for the radius of 0.4: (a) n = 100; (c) n = 150; (e) n = 250; (g) n = 1000; and structural phase transition for these topologies: (b) n = 100; (d) n = 150; (f) n = 250; (h) n = 1000. 
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Figure 13. MESH network with inactive transmitters: (a) simulation for a sample network; (b) presentation of ideas. 
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Table 1. Comparison of failure detection and prediction methods in computer networks.
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	Method
	Network Failure Detection
	Prediction of Network Failure
	Network Size
	Models of the Method Implementation in the Real Network
	Network Type





	Proposed method based on Phase transitions analysis
	Yes
	Yes
	No limit, tested for network with 2000 nodes
	Network with arbiter, SDN networks
	Wireless, MESH, cable, fiber, LAN, MAN, WAN



	Classical Network management systems
	Yes, but only for previously defined elements (nodes, links, devices elements)
	Limited based on:—network baseline,—human decision in Network Operating Center
	No limit, often dedicated for homogeneous network (devices from one vendor). Tested for network with 150 devices
	Classical network with one or more NMS station
	Wireless, cable, fiber, LAN, MAN, WAN



	Log Data mining [48]
	No
	Yes
	No limit, a large amount of data transmitted from network nodes to central management node
	Network with arbiter, SDN networks
	cable, fiber, MAN, WAN



	Model of Link Failure Detection Algorithm (LFDA) [50]
	Yes (limited)
	Yes
	N/A
	Network with arbiter
	MESH, cable, fiber, MAN, WAN



	Root Node Reduction method [49]
	Yes
	No
	No limit, tested for several nodes
	Distributed architectures, application layer, communication overhead, calculations in node
	Wireless, cable, fiber, LAN



	DES-SVM prediction method (machine learning) [31]
	Yes
	Yes
	No limit, large amount of data transmitted from network nodes to central management node
	SDMAN, SDN
	Mesh optical topology, LAN, MAN
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