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Supplementary methods 

Automated pupillometry functioning  

NPi-200® (NeurOptics, Irvine, CA, USA) is a hand-held device composed of an infrared camera able to repeatedly 

measure the pupil size without stimulating retinal receptors [1,2]. By delivering a calibrated light stimulus of fixed 

intensity and duration, the NPi-200® induces PLR and then stores repetitive video images of the pupil at >30 frames per 

second for 3.2 s to decompose the brainstem reflex in eight numerical variables, which are quickly reported on a liquid 

crystal display [3,4]. Furthermore, the device provides the examiner with an overall summary of pupil reactivity, the 

Neurological Pupil index (NPi), a scalar value ranging from 0 to 4.9. An NPi ≥ 3 is indicative of a normal pupil response 

to light, while values below this cut-off are suggestive of a “sluggish pupil” [4].  

 

Statistical analysis 

The study sample was described in its sociodemographic, clinical, and AP data by appropriate descriptive statistics 

indices. In depth, qualitative variables were expressed by absolute and relative percentage frequencies. Quantitative 

variables, indeed, were reported as either mean and standard deviation (SD) or median and interquartile range (IQR), 

accordingly. Gaussian distribution was assessed by the Shapiro Wilk test. Missing values were treated by imputeR R 

package, by multiple imputation with Lasso Regression methods centered on the mean for quantitative data, whilst 

classification trees for imputation by “rpartC” function, centered on the mode, were applied to qualitative data [5]. There 

is no generally accepted approach for the estimation of the sample size for derivation of score prediction models. Hence, 

we based for the derivation of the score to include in the multivariate model a number of covariates consistent with the 

rule of at least 10 events per candidate variable, consistent with Transparent Reporting of a multivariate prediction model 

for Individual Prognosis or Diagnosis (TRIPOD) guidelines [6].  

Univariate and multivariate logistic regression models were performed to identify independent predictors of stroke to be 

included in the scoring system. In depth, we computed Odd Ratios (ORs) and 95% Confidence Intervals (CIs) of the 

predictor candidates for the outcome by univariate logistic regression models. Predictors to be included in the multivariate 

model were selected based on univariate analysis (p<0.05 or suggestive, i.e. 0.05≤p<0.10). The multivariate logistic 

regression models produced a β coefficient and a Standard Error (SE) for each variable. The performance of the model 

was assessed based on diverse methods, such as Somers’ Dxy rank correlation, C-index, Nagelkerke R2 value, calibration 

intercept and slope, and Brier score [6]. The c-index can be interpreted as an area-under-the-curve (AUC), namely a 

measure of accuracy of the model, where the value of 1 is indicative of the highest possible accuracy. Similarly, a Somers' 

Dxy rank correlation (i.e. another discrimination index) of 1 is index of perfectly discriminating predictions. Dxy has a 
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simple relationship with c-index, i.e. Dxy = 2×(c-0.5).  “rms”, “magrittr” and “predtools” R packages were used for the 

whole analyses set [7-9]. Finally, the Hosmer-Lemeshow goodness-of-fit test allowed for the calibration [10]. Calibration 

plots further provided a graphic representation of the association between the predicted and observed outcomes by locally 

weighted scatterplot smoothing [10]. Lateral axis shows the predicted probability of stroke of each patient, while the 

vertical axis shows the actual probability of stroke of each patient. It is ideal if the black line exactly coincides with the 

dotted line. The fit of the model was further evaluated using the fitting index RMSEA (Root Mean Square Error of 

Approximation), for which the best fit values of the model is < 0.05 [11]. Internal validation of the model was performed 

based on a bootstrap procedure with 1000 repetitions [10].  

We then passed to develop a scoring system to predict the diagnosis of AIS providing an integer value to each predictor 

included in the scoring system based on each variable’s β coefficient in our sample [10]. In depth, the regression 

coefficients of the model are transformed into scores through appropriate mathematical transformations and plotted into 

a nomogram as predictive model tool [10]. For each independent variable, a straight line perpendicular to the Points axis 

(through a ruler) is made at that point, and the intersection point represents the score under the value of the independent 

variable. The corresponding points of these independent variables of each patient can be calculated in total. We can get 

total points, which will trace to the outcome probability axis with a perpendicular line. 

The fitted model with the best performances was also used as back-end of an interactive web application that calculates 

the probability of the outcome based on the values of the predictors inserted by the user. This web-app has been developed 

and deployed using the Shiny framework for R [12]. 

Statistical significance was set at a p-value < 0.05. Suggestive p-values were further reported (0.05 ≤ p < 0.10). The whole 

statistical analysis set was performed with R software, version 4.3.0 (CRAN ®, R Core 2023, Wien, Austria). 

 

Sample size calculation 

Up to our knowledge, no study has investigated the creation of a potential score to discriminate stroke patients according 

to pupillometry data. Hence, this represents a first attempt on a single-center basis. Based on the study design, which 

pertains the creation of a predictive model and a potential score, which alongside implies the use of regression methods, 

we included 400 individuals, equally split into stroke patients and controls without stroke. 
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