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Abstract

:

At present, picking Sichuan pepper is mainly undertaken by people, which is inefficient and presents the possibility of workers getting hurt. It is necessary to develop an intelligent robot for picking Sichuan peppers in which the key technology is accurate segmentation by means of mechanical vision. In this study, we first took images of Sichuan peppers (Hanyuan variety) in an orchard under various conditions of light intensity, cluster numbers, and image occlusion by other elements such as leaves. Under these various image conditions, we compared the ability of different technologies to segment the images, examining both traditional image segmentation methods (RGB color space, HSV color space, k-means clustering algorithm) and deep learning algorithms (U-Net convolutional network, Pyramid Scene Parsing Network, DeeplabV3+ convolutional network). After the images had been segmented, we compared the effectiveness of each algorithm at identifying Sichuan peppers in the various types of image, using the Intersection Over Union(IOU) and Mean Pixel Accuracy(MPA) indexes to measure success. The results showed that the U-Net algorithm was the most effective in the case of single front-lit clusters light without occlusion, with an IOU of 87.23% and an MPA of 95.95%. In multiple front-lit clusters without occlusion, its IOU was 76.52% and its MPA was 94.33%. Based on these results, we propose applicable segmentation methods for an intelligent Sichuan pepper-picking robot which can identify the fruit in images from various growing environments. The research showed good accuracy for the recognition and segmentation of Sichuan peppers, which suggests that this method can provide technical support for the visual recognition of a pepper-picking robot in the field.
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1. Introduction


The Sichuan pepper planting area in China is about 1.6667 million hectares. The annual output of Sichuan pepper is about 280,000 tons and the annual output value is about 14 billion yuan. Sichuan has 333,300 hectares, with an annual output of 100,000 tons of dry Sichuan pepper and a comprehensive output value of 8 billion yuan, making it the largest Sichuan pepper-producing province in China. Sichuan pepper is rich in nutrients and is of high medicinal value [1,2]. It can be classified into two varieties: green and red [3]. Green Sichuan pepper is obviously difference from red Sichuan pepper in color and aroma. Moreover, the varieties are grown in different locations. One of the most important difference is the way they are picked. Since the branches of red Sichuan pepper cannot be cut down, mechanization of this task is more difficult, especially in terms of recognition by an intelligent picking robot. Sichuan pepper has small cells, dense growth, 0and is light in weight. At present, most Sichuan pepper is picked manually. Due to the low efficiency and high cost of workers, as well as the high risk of injury, it is important to develop an intelligent picking robot. For such a robot, the ability to accurately identify Sichuan peppers by machine vision is an essential premise.



In recent years, specialists in fruit and vegetable identification and segmentation have carried a great deal of research. Some studies are based on traditional image segmentation methods, such as threshold-based segmentation, regional growth segmentation, segmentation based on edge detection, etc. These studies aimed at identifying the colors of fruits or vegetables against different colored backgrounds, as well as identifying their texture, shape, and other features of their appearance. Based on the characteristics of images of the bagging of green apples, Lv et al. [4] designed an image segmentation method based on R–B color difference, contrast limited adaptive histogram equalization (CLAHE), and Otsu method which together obtained more complete bagging of green apples. Yogesh [5] proposed an improved and optimal multi-level thresholding algorithm, and showed that the proposed algorithm not only reduced the processing time but also improved the segmentation technique. Anindita Septiarini et al. [6] proposed a contour-based image segmentation method for oil palm fruit to identify the shape and color of oil palm fruits, which showed an average segmentation accuracy of 90.13%. Jidong Lv et al. [7] used R–G, 2G–R–B, and other methods to split fruits, branches, and leaves from red apple orchard images. The results showed that this method effectively segmented fruits, branches, and leaves with an average relative ultimate measurement accuracy (RUMA) of 5.2%, 10%, and 13.9%, respectively.



In the traditional segmentation method, the surface features of images are commonly used. However, these are not obvious in a complex field environment. With the development of deep learning, image processing methods have also been gradually increasing in number. The application of convolutional neural networks (CNNs) to image processing has led to a series of CNN-based image segmentation methods being proposed with the ability to greatly improve the accuracy of segmentation. Lucas M. Tassis et al. [8] proposed an integrated framework for automatically detecting lesion recognition and segmentation using two types of CNN. The Mask R-CNN achieved 71.9% accuracy and a recall of 71.90%, while U-Net and the pyramid Scene Parsing Network (PSPNet) achieved accuracies of 94.25% and 93.54%, respectively, indicating that the framework is suitable for implementation in an embedded platform. Qianwen Li [9] proposed an integrated U-Net segmentation model suitable for small sample datasets, and the experimental results showed that the proposed method can effectively improve the segmentation accuracy for target fruits and the model’s ability to generalize. Weikuan Jia et al. [10] proposed an effective and accurate deep learning-based model, FoveaMask. Researchers tested it on green apple and immature persimmon datasets, and found that this model had higher recognition accuracy than 11 other types of detection and segmentation model. Khurram Hameed et al. [11] proposed a score-based mask edge improvement technique for Mask-RCNN image segmentation in supermarket-based environments, which demonstrated efficient segmentation of fruits and vegetables.



In this study, we generated a Sichuan pepper dataset and tested it under both a traditional segmentation algorithm and a deep learning algorithm. The experimental results demonstrated that we obtained an optimal algorithm for Sichuan pepper segmentation in complex environments. This optimal segmentation algorithm can be applied in the visual recognition system of a Sichuan pepper-picking robot. The results can also provide technical support for development of a Sichuan pepper-picking robot.




2. Materials and Methods


2.1. Image Acquisition


The image collection site was in Qingxi town, Hanyuan County, Ya’an city, Sichuan Province. It is located at 29°34′ N and 102°37′ E, and is shown in Figure 1a. The image collection environment is shown in Figure 1b. The “Hanyuan” variety of Sichuan pepper was used.



From 10 a.m. to 5 p.m. in 24 August 2021, 953 images were acquired with a total image resolution of 4032 pixels by 3024 pixels. In order to ensure the diversity of Sichuan pepper fruit samples, samples with varying light intensity, fruit numbers, and occlusion degrees were collected, as shown in Figure 2.




2.2. Sichuan Pepper Datasets


The experimental environment was the Windows10 operating system, Pycharm2020 was the platform, the OpenCV toolkit was installed, and the programming language was Python. LabelMe software was used to annotate red fruit images to make the datasets. First, the outline or edge of the red fruit was labeled using LabelMe; second, the image was divided into two parts, the red interior being the target fruit, the outside being the background, as shown in Figure 3; subsequently, all annotation information such as labels, annotation points and coordinates corresponding to the original image were saved as a json file. The json files were generated for the datasets using Python code. The pictures of Sichuan pepper were then divided into a training set and a test set at a ratio of 67:33, respectively, with the training set containing 638 images and the test set 315 images.




2.3. Traditional Segmentation Algorithm


Traditional image segmentation methods are simple and effective, producing good results with pictures in simple environments. The traditional segmentation algorithms used in this paper were RGB color space, HSV color space, and k-means clustering algorithm.



2.3.1. RGB Color Space Algorithm


Image thresholding segmentation has become one of the most commonly used basic image segmentation techniques, due to its simple implementation, small computational demand, and stable performance. It is particularly suitable for images where the target and background occupy different ranges of grayscale levels. It not only greatly compresses the amount of data, but also massively simplifies the analysis and processing steps, so in many cases, it has become a necessary image preprocessing process used before image analysis, feature extraction, and pattern recognition. The purpose of image thresholding is to divide the set of pixels into grayscale levels. Each subset obtained forms an area corresponding to the real scene. Each area has a consistent attribute inside, and the layout of adjacent areas also has a consistent attribute. This partition can be achieved by selecting one or more thresholds from the grayscale level.



Color is one of the important bases for the image segmentation of plants. The RGB is the most common color model. The RGB color model consists of three primary colors: red, green, and blue. The RGB color model is often used in thresholding for image segmentation. Because the mature Sichuan pepper is red and is clearly different from the color in the growing environment, the RGB color component can be used to segment Sichuan pepper. Red Sichuan peppercorns were extracted by setting the RGB values in the RGB color space. In the following equation, the segmentation image function is h (x, y), the original image is f (x, y), and R is the threshold. The threshold segmentation algorithm then meets the following expressions:


  h  (  x , y  )  =  {      f  (  x , y  )  , f  (  x , y  )  ≥ R       0 , f  (  x , y  )  < R        



(1)




where   f  (  x , y  )    is the value of the red color component at point    (  x , y  )   , R is a fixed threshold, and   h  (  x , y  )    is the final value at the point    (  x , y  )   .



Using the RGB color component segmentation algorithm, the picture is divided into parts depicting Sichuan pepper in the foreground, and background elements in the field such as trees, leaves, and sky.




2.3.2. HSV Color Space Algorithm


HSV is a commonly used color segmentation method [12,13], where H describes the image hue, S describes the image saturation, and V, for value, describes the image brightness. For HSV color segmentation, the color space is first converted from RGB to HSV using the following algorithm:


   R ′  =  R  255   ,  G ′  =  G  255   ,    B ′  =  B  255   ,  C  m a x   =  m a x   (   R ′  ,  G ′  ,  B ′   )  ,  C  m i n   =  m i n   (   R ′  ,  G ′  ,  B ′   )   



(2)






  Δ =  C  m a x   −  C  m i n    



(3)






  H =  {       0 °    , Δ = 0         60  °  ∗  (     G ′  −  B ′   Δ  + 0  )  ,  C  m a x   =  R ′          60  °  ∗  (     B ′  −  R ′   Δ  + 2  )  ,  C  m a x   =  G ′          60  °  ∗  (     R ′  −  G ′   Δ  + 4  )  ,  C  m a x   =  B ′         



(4)






  S =  {       Δ   C  m a x     ,  C  m a x   ≠ 0       0   ,  C  m a x   = 0        



(5)






  V =  C  m a x    



(6)




where R, G, and B are the values of the RGB components of an image,    R ′  ,  G ′  ,  B ′    after converting RGB values to between 0 and 1;    C  m a x     is the maximum value in    R ′  ,  G ′  ,  B ′    and    C  m i n     is the minimum value in    R ′  ,  G ′  ,  B ′   ; and  Δ  is the difference between    C  m a x     and    C  m i n    .



HSV is a color space created by A.R. Smith in 1978, based on the intuitive features of color. In the segmentation of our Sichuan pepper images, we mainly extracted the H component for segmentation. After converting the color space of the Sichuan pepper image into the HSV space, the H component was extracted and its threshold set. The values of red in the H component ranged from 0–10 and 156–180, and pixels with this H component between 0–10 and 156–180 were set to 0; the remaining pixels were became 255. After segmentation, the morphological corrosion operation was used to eliminate excess white dots.




2.3.3. K-Means Clustering Segmentation


The k-means clustering algorithm (k-means), an unsupervised clustering algorithm [14,15], is a very common way of classifying images by inter-sample distance. This method involves selecting K points from the image as the center of the image cluster, then calculating the distance from the center of the cluster to group the targets closest to the center of the cluster. Then the remaining data are calculated and the corresponding average found to identify the new cluster center. Finally, the distance is determined and analyzed until there is no significant difference between the results obtained by the two operations, which signifies the best clustering effect. Individual data are then partitioned into specified clusters by iterative search. Assuming that the target is to be clustered into K classes, the k-means clustering algorithm steps are as follows:




	(1)

	
Select an appropriate central value of the K classes.




	(2)

	
In the nth iteration, find the distance from any sample to the K cluster centers for any sample, and take the class where the center with the shortest orbital distance is located.




	(3)

	
The central value of this class is updated using the mean method.




	(4)

	
For all the n cluster centers, repeat steps (2) and (3); the iteration ends if the cluster center value remains constant, otherwise the iteration continues.









In the k-means clustering algorithm, the classification number K has a great impact on the image clustering effect.





2.4. Deep Learning Algorithm


2.4.1. PSPnet Algorithm


The main feature of the PSPNet is the use of the pyramid Scene Parsing (PSP) module [16,17]. The pyramid pooling module proposed in this model can aggregate contextual information in different regions, thus improving the algorithm’s ability to obtain global information. Such a priori representations are valid and have shown excellent results on multiple datasets. The function of the PSP structure is to divide the acquired feature layers into different sized grids of each grid, and each grid is averaged by pooling separately. Contextual information in different regions is aggregated to improve the algorithm’s ability to obtain global information.



In PSPnet, in the typical case of the PSP structure, the input feature layer is divided into 6 × 6, 3 × 3, 2 × 2, and 1 × 1 grids, corresponding to the green, blue, orange, and red output in the picture, as shown in Figure 4.



Given a Sichuan pepper input image (a), we first use CNN to obtain a feature map of the last convolution layer (b), then use the pyramid resolution module (c) to obtain representations of the different subregions, and then up-sample and connect the layers to form the final feature representation. The pyramid pooling module carries both local and global context information. Finally, the representation is sent into the convolution layer to obtain the final pixel-by-pixel prediction (d).




2.4.2. U-Net Algorithm


U-Net is an excellent semantic segmentation model with a main execution process similar to that of other semantic segmentation models [18]. The U-Net model can be divided into three stages, as shown in Figure 5:



The first stage is backbone feature extraction, where the backbone is used to obtain one feature layer after another. U-Net’s backbone feature extraction function works in a similar way to visual geometry group (VGG) in terms of convolution and maximal pooling of stacking [19,20], as shown in Figure 6. Using backbone feature extraction, we can obtain five preliminary effective feature layers, and in the second step, we can use these five layers for feature fusion.



The second stage involves strengthening the feature extraction results. The five preliminary effective feature layers obtained in the previous stage are used for up-sampling, and their features are fused to obtain a final, effective feature layer integrating all features.



The third stage is prediction. The final effective feature layer is used to classify each feature point, treated as equivalent to each pixel point.




2.4.3. DeepLabV3+ Algorithm


The DeepLab series model is a deep learning convolutional neural network model proposed by Chen et al., at the core of which is the use of Dilated Convolution [21,22]. DeepLab V3+ convolutional network is an improvement to DeepLab V3, with the feature resolution of atrous spatial pyramid pooling (ASPP) being eight times (or 16 times) greater, even with Dilated Convolution. However, it directly up-samples the 1/8 resolution result map at the end of DeepLab V3 to the original resolution size, obtaining pixel-by-pixel segmentation results. This direct up-sampling operation (as understood as naive decoder) does not fully recover the details lost during the down-sampling to 1/8 resolution, thus causing imprecise segmentation.



Therefore, DeeplabV3+ improves on two points: (1) it uses a coded design architecture, and (2) the change of backbone explores the feasibility of replacing ResNet-101 with the Xception model. Depthwise separable convolution is used to further improve the accuracy and speed of the segmentation algorithm, as shown in Figure 7. DeeplabV3+ introduces a large degree of void convolution in the coding, which expands the receptive field through the void convolution and can effectively avoid the ground information loss caused by the pooling operation. Figure 8 presents a schematic diagram of void convolution, where voids are extracted across pixels.



Figure 9 shows the experimental process used in this study. After screening the Sichuan pepper pictures and removing fuzzy shots, the remaining Sichuan pepper pictures were entered into the production dataset and then run through the traditional algorithm and deep learning algorithm. After the experiment, the highest segmentation accuracy of these methods was calculated.





2.5. Partition Accuracy and Evaluation Criteria


In this study, the evaluation index used in the traditional method was Intersection over Union (IOU), the evaluation index used in the deep learning algorithm was IOU and average pixel accuracy was the mean pixel accuracy (MPA).



Precision is the most important and popular technical index when evaluating an image semantic segmentation network. Precision estimation methods vary, but they can be divided into two categories, one based on IOU, and the other based on pixel accuracy. At present, the most popular semantic segmentation evaluation methods are based on pixel markers.



Assuming a total k + 1 classification (marked    L 0    to    L k    with a background category),    p  i i     means pixels of category i are predicted as TP (true positives);    p  j j     means j as TN (true negatives) as category j,    p  i j     means i as FP (false positives) for category j, and    p  j i     as FN (false negatives) for category i.



The IOU is another standard evaluation index of the semantic segmentation network. It involves recalculating the ratio between the sum of TP and (TP + FN + FP):


  IOU =   ∑   i = 0  k     p  i i      ∑  j = 0  k   p  i j   +  ∑  j = 0  k   p  j i   −  p  i i      



(7)




where k is the number of categories (excluding background);    p  i i     is the number of pixels belonging to class  i  and assigned to class  i ;    p  i j     is the number of pixels that belong to class  i  but assigned to class  j ;    p  j j     is the number of pixels belonging to class  j  and assigned to class  j ; and    p  j i     is the number of pixels that belong to class  j  but are assigned to class  i .



MPA is the mean based on the sum of the ratio of the correct total number of pixels for each category to the total number of each category:


  MPA =  1  k + 1     ∑   i = 0  k     p  i i      ∑  j = 0  k   p  i j      



(8)









3. Results


3.1. Sichuan Pepper Segmentation with Varying Light Intensity


Figure 10 and Figure 11 show the segmentation results of the selected single cluster under front lighting and backlighting conditions. Figure 10a and Figure 11A show an original Sichuan pepper image; Figure 10b and Figure 11B are the segmentation results based on the RGB algorithm; Figure 10c and Figure 11C are the segmentation results based on the HSV algorithm; Figure 10d and Figure 11D are the segmentation results based on the k-means cluster segmentation algorithm; Figure 10e and Figure 11E are the segmentation results based on the U-Net algorithm; Figure 10f and Figure 11F are the segmentation results based on the DeepLabV3+ algorithm; and Figure 10g and Figure 11G shows the segmentation results based on the PSPnet algorithm. From the segmentation results shown in Figure 10, in the single front-lit cluster of Sichuan peppers without occlusion, all segmentation methods were able to segment the area represented by Sichuan pepper. In the case of a single backlit cluster without occlusion, the RGB algorithm could only segment a few Sichuan peppercorns, as shown in Figure 11B. The reason for this is likely to lie in the fact that the brightness levels did not meet the values required to distinguish the red, green and blue components of the image, causing Sichuan peppercorns in the image to be misidentified as background.




3.2. Sichuan Pepper Segmentation with Occlusion


As can be seen from Figure 12a–g, the traditional algorithm, the RGB method, could only identify a small proportion of the Sichuan pepper. The HSV and k-means algorithms could accurately identify Sichuan pepper, and could also accurately discern a single Sichuan pepper fruit in a cluster, but the k-means method required readjusting K value to accurately segment the Sichuan pepper. The deep learning methods, U-Net and DeepLabV3+, were also able to accurately classify the details of Sichuan peppers. PSPnet accurately divided most of the targets, but it could not identify the edges of Sichuan peppercorns, so it was not able to divide the Sichuan pepper completely.




3.3. Segmentation with Different Numbers of Sichuan Pepper Clusters


As shown in Figure 13a–g, varying the number of fruit clusters had little effect on the algorithms’ ability to segment Sichuan pepper. Both the traditional algorithms and deep learning methods were able to segment the Sichuan pepper, and the success rates were consistent with those for images with no occlusion.




3.4. Test Results of the Algorithm


In this study, the index used to evaluate traditional segmentation was IOU, and the indexes used to evaluate deep learning were IOU and MPA.



According to the experimental results shown in Table 1, among the three traditional segmentation methods, HSV showed the best the overall segmentation. In the case of front-lit single clusters without occlusion, the IOU value of HSV was 84.99%, which was 13.10% and 9.69% higher than for the RGB and k-means algorithms, respectively. The IOU of HSV for back-lit single clusters without occlusion was 70.57%, which was 59.87% and 0.09% more than RGB and k-means, respectively.



According to the experimental results shown in Table 2, among the deep-learning algorithms, the overall segmentation ability of the U-Net algorithm was the best. In the case of single front-list clusters without occlusion, the IOU was 87.23%, which was 13.95% and 1.22% higher than for PSPnet and DeepLabV3+, respectively. The IOU was 76.52% in the case of multiple front-lit clusters without occlusion, which was 18.98% and 1.13% more than for PSPnet and DeepLabV3+, respectively.



According to the experimental results in Table 3, the effect of the U-Net deep learning-based segmentation algorithm was the best. The MPA reached 95.95% in the case of front-lit single clusters without occlusion and 93.85% in the case of single back-lit clusters without occlusion.





4. Discussion


Table 4 compares recent studies on various segmentation methods applied to fruit. It compares the task, datasets, and methods, and lists the advantages and disadvantages of each to better explain the experimental results obtained in this paper.



In this experiment, the segmentation abilities of the RGB, HSV and k-means algorithms were found to be greatly affected by the illumination. Some properties of the Sichuan pepper image itself can also affect traditional segmentation outcomes. For example, the exposure of Sichuan peppers to light caused the oil cells on the peppercorns’ surface to blacken, as shown in Figure 14. This resulted in a small proportion of the Sichuan peppers in the images segmented as background. According to some studies, light sources can be manually controlled to reduce the influence of illumination on the segmentation effect [23]. There are image enhancement methods, such as Retinex-based image enhancement, that can be used to remove the influence of irradiation by light [24]. After making the above changes, the effect of the traditional segmentation algorithm was improved.



Another characteristic of traditional segmentation algorithms is that they require fewer parameters and take less time [25,26]. In segmentation algorithms based on deep learning, the effect is better than with traditional methods. The IOU obtained by Peng et al. [27] with their deep learning segmentation algorithm was lower than 85%, but the results were all better than when using a traditional segmentation algorithm, which is consistent with the experimental results in this paper. However, the process of training deep learning segmentation algorithms is complicated. It requires manual calibration of images and the production of datasets, which takes a lot of time. With the deep learning networks, the segmentation effect of the three network models for multi-cluster Sichuan pepper was poor [28]. This may be because the position of the Sichuan peppers is relatively discrete in multi-cluster images. This finding is similar to that of Chen et al. [29], who used deep learning to segment an image with multiple clusters of grapes and relatively discrete locations. The model could not completely and accurately segment the grapes.



In our study, the U-Net segmentation algorithm worked best among all the segmentation algorithms. U-Net architecture is a category of fully convolutional network performing down-sampling and up-sampling. The down-sampling and up-sampling processes are connected with a concatenation operator and hence maintain the architecture’s symmetry. The U-Net architecture predicts a good segmentation map, combining the localization and contextual information from the sampling process [30].




5. Conclusions


In this study, we collated a dataset of Sichuan pepper images under various light intensities, numbers of clusters, and occlusion conditions. We tested and compared three traditional methods (RGB, HSV, k-means) and three deep learning algorithms (PSPnet, U-Net, DeepLabV3+) to divide the images into areas containing Sichuan pepper and those containing background elements. We aimed to find appropriate segmentation methods for recognizing Sichuan pepper and segmenting images accordingly to solve visual recognition segmentation problems in the field. We found that HSV segmentation worked the best among traditional segmentation methods, with IOUs of 84.99%, 80.92%, 70.57%, and 82.84% in single front-lit clusters without occlusion, multiple front-lit clusters without occlusion, single back-lit clusters without occlusion, and single front-lit clusters with occlusion, respectively. Among the deep learning algorithms, U-Net was the most effective; the IOU of single front-lit clusters without occlusion, multiple front-lit clusters without occlusion, single back-lit clusters without occlusion, and single front-lit clusters front lighting were 87.23%, 76.52%, 83.47%, and 84.71%, respectively. The MPA values were 95.95%, 94.33%, 93.85%, and 94.11%, respectively.



The research demonstrated good accuracy for the recognition and segmentation of Sichuan pepper, a method which can provide technical support for the visual recognition systems of a pepper-picking robot in the field. Deep learning algorithms had higher accuracy in the segmentation of images of Sichuan peppers, bringing potential advantages for applications in the field. However, the accuracy of algorithms still needs to be improved. Research on better algorithms that can improve segmentation accuracy and solve the problem of Sichuan pepper exposure and the resultant blackening of oil cells could be a future research direction. These issues are of important for the future of intelligent Sichuan pepper-picking robots.
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Figure 1. (a) Sichuan pepper planting location; (b) planting environment. 
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Figure 2. (a) Single front-lit cluster without occlusion; (b) multiple front-lit clusters without occlusion; (c) single back-lit cluster without occlusion; (d) single front-lit cluster and occlusion. 






Figure 2. (a) Single front-lit cluster without occlusion; (b) multiple front-lit clusters without occlusion; (c) single back-lit cluster without occlusion; (d) single front-lit cluster and occlusion.
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Figure 3. (a) Before marking; (b) after marking. 
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Figure 4. The PSPnet algorithm. The CNN is Convolutional Neural Network; the CONV is convolution; the CONCAT is stitching of feature maps together. 
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Figure 5. The U-Net algorithm. 
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Figure 6. The VGG model. 
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Figure 7. The DeepLabV3+ model. 
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Figure 8. Dilated Convolution. 






Figure 8. Dilated Convolution.
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Figure 9. Flow chart of Sichuan pepper image segmentation methodology. 
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Figure 10. (a) Single front-lit cluster without occlusion; (b) results from RGB algorithm for segmentation; (c) results from HSV algorithm for segmentation; (d) results from k-means algorithm for segmentation; (e) results from U-Net algorithm for segmentation; (f) results from DeepLabV3+ algorithm for segmentation; (g) results from PSPnet algorithm for segmentation. 
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Figure 11. (A) Single backlit cluster without occlusion; (B) results from RGB algorithm for segmentation; (C) results from HSV algorithm for segmentation; (D) results from k-means algorithm for segmentation; (E) results from U-Net algorithm for segmentation; (F) results from DeepLabV3+ algorithm for segmentation; (G) results from PSPnet algorithm for segmentation. 
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Figure 12. (a) Single front-lit cluster with occlusion; (b) results from RGB algorithm for segmentation; (c) results from HSV algorithm for segmentation; (d) results from k-means algorithm for segmentation; (e) results from U-Net algorithm for segmentation; (f) results from DeepLabV3+ algorithm for segmentation; (g) results from PSPnet algorithm for segmentation. 






Figure 12. (a) Single front-lit cluster with occlusion; (b) results from RGB algorithm for segmentation; (c) results from HSV algorithm for segmentation; (d) results from k-means algorithm for segmentation; (e) results from U-Net algorithm for segmentation; (f) results from DeepLabV3+ algorithm for segmentation; (g) results from PSPnet algorithm for segmentation.
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Figure 13. (a) Multiple front-lit clusters without occlusion; (b) results from RGB algorithm for segmentation; (c) results from HSV algorithm for segmentation; (d) results from k-means algorithm for segmentation; (e) results from U-Net algorithm for segmentation; (f) results from DeepLabV3+ algorithm for segmentation; (g) results from PSPnet algorithm for segmentation. 






Figure 13. (a) Multiple front-lit clusters without occlusion; (b) results from RGB algorithm for segmentation; (c) results from HSV algorithm for segmentation; (d) results from k-means algorithm for segmentation; (e) results from U-Net algorithm for segmentation; (f) results from DeepLabV3+ algorithm for segmentation; (g) results from PSPnet algorithm for segmentation.
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Figure 14. Picture of Sichuan pepper surface exposure, with oil cells turning black. 
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Table 1. Comparison of IOU for traditional image segmentation methods.






Table 1. Comparison of IOU for traditional image segmentation methods.





	
Traditional Algorithm

	
Intersection Over Union, IOU (%)




	
Single Front-Lit Clusters without Occlusion

	
Multiple Front-Lit Clusters without Occlusion

	
Single Back-Lit Clusters without Occlusion

	
Single Front-Lit Clusters with Occlusion






	
RGB color space

	
71.89

	
68.01

	
10.7

	
47.68




	
HSV color space

	
84.99

	
80.92

	
70.57

	
82.84




	
k-means

	
75.30

	
78.29

	
70.58

	
73.32
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Table 2. The IOU comparison of deep learning segmentation methods.
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Deep Learning Algorithm

	
IOU (%)




	
Single Front-Lit Clusters without Occlusion

	
Multiple Front-Lit Clusters without Occlusion

	
Single Back-Lit Clusters without Occlusion

	
Single Front-Lit Clusters with Occlusion






	
PSPnet

	
73.28

	
57.54

	
67.32

	
68.73




	
U-Net

	
87.23

	
76.52

	
83.47

	
84.71




	
DeepLabV3+

	
86.01

	
75.39

	
82.13

	
81.25
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Table 3. The MPA comparison of deep learning segmentation methods.
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Deep Learning Algorithm

	
Mean Pixel Accuracy, MPA (%)




	
Single Front-Lit Clusters without Occlusion

	
Multiple Front-Lit Clusters without Occlusion

	
Single Back-Lit Clusters without Occlusion

	
Single Front-Lit Clusters with Occlusion






	
PSPnet

	
89.63

	
83.57

	
86.78

	
87.48




	
U-Net

	
95.95

	
94.33

	
93.85

	
94.11




	
DeepLabV3+

	
95.10

	
92.48

	
92.97

	
92.95
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Table 4. Comparison of studies on various segmentation methods applied to fruit.
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	No
	Reference
	Task
	Dataset
	Methods
	Pros and Cons





	1
	Davinia et al.

(2015) [23]
	Estimating vineyard yield

at night
	Images from a grape orchard
	RGB and HSV color spaces
	Manual control of light, reduced the impact of light, improved the segmentation effect



	2
	Wang et al.

(2017) [24]
	Applying a robust fruit segmentation algorithm against varying illumination
	300 images under outdoor conditions captured in three orchards
	k-means, Retinex-based image enhancement algorithm
	The k-means segmentation effect was better when using an illumination normalization algorithm and image enhancement



	3
	Lv et al.

(2019) [25]
	Obtaining near-large fruit from apple image in orchard
	Images from the apple planting demonstration area
	RGB color space
	Algorithm took less time



	4
	Zhang et al.

(2020) [26]
	Applying an apple segmentation algorithm in an orchard
	105 images from a Science and Technology Park
	k-means, R–G color difference method
	Reduced the computational resource burden to the greatest extent.



	5
	Peng et al.

(2021) [27]
	Segmentation of grape clusters with different varieties
	300 images from a grape orchard
	Fully convolutional networks(FCN), U-Net, DeepLabv3+
	The IOU of the three networks was no greater than 85% but all of them were better than traditional networks



	6
	Qi et al.

(2022) [28]
	Detecting accurate picking locations on the main stems
	Lychee images from the Internet
	Pyramid Scene Parsing Network(PSPnet), DeepLabv3+, U-Net
	When there were multiple clusters of lychees in the image, the IOU values in the three models were lower than 60%



	7
	Chen et al.

(2021) [29]
	Segmenting various kinds of grapes in a field environment
	1856 images from wine grape production demonstration
	PSPnet, DeepLabv3+, U-Net
	When the bunches on the grape images were relatively discrete, the model could not accurately and completely segment the berry regions.



	8
	Kyamelia et al.

(2020) [30]
	Detection of rotten or fresh apple
	4035 images

from Kaggle
	U-Net, Enhanced Unet(EN-U-Net)
	U-Net achieved training and validation accuracies of 93.19% and 95.36%, respectively



	9
	This this study
	Optimal segmentation algorithm for Sichuan pepper in complex environment
	953 images from Hanyuan Sichuan pepper based in Ya‘an
	RGB, HSV color space, k-means, PSPnet, U-Net, DeepLabv3+
	The traditional segmentation algorithm was affected by illumination and the segmentation effect was poor, the U-Net segmentation algorithm was the best
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
& . g
- ol - O —y





media/file18.png
Screen
image
' I
Making data m—— e e Y e A
sets |
I RGB HSV
| .
TToeentan] 1 ] |
| | DeepLab | | K-means
I Vit U-Net | |
| I :_ (Traditional algorithm)
| _________________
| PSPnet |
I :
' |

L _ (Deep learning algorithm)

algorithm






media/file21.jpg





media/file26.png





media/file27.jpg





media/file3.jpg





media/file22.png
]





media/file19.jpg





media/file7.jpg





media/file28.png





media/file10.png
input

image |-

=
®

572 x 572

x 570
568 x 568

'

output
25 kol bs segmentation

=» conv 3x3, RelLU
= copy and crop
§ max pool 2x2
4 up-conv 2x2
= conv 1x1





media/file14.png
/‘[ Ix1conv ]_>' N Encoder
DCNN ‘ 3=x3Conv ’ '
Image , rate 6
JI=x3Conv
Atrous
Conv w' >‘ '—>[ 1x1Conv ]
‘ 3x3Conv ’ ' l
Image Y, '
Pooling

Low-Level Upsample W Decoder L
Eeatures [ by 4 prediction

1x1Conv ]—»' “—} '—} 3%3Conv 4..[ Up?;lgple J_%.






media/file11.jpg
12x112x128
56x56x256

% 28x512
4x14x512 S
w1 1x1000

TxTx512

convolution + ReLU

? max pooling
r

fully nected + ReLU
softmax





media/file6.png





media/file15.jpg





nav.xhtml


  agriculture-12-01631


  
    		
      agriculture-12-01631
    


  




  





media/file16.png





media/file2.png





media/file20.png





media/file23.jpg





media/file5.jpg





media/file24.png





media/file1.jpg





media/file25.jpg





media/file12.png
224x224x3 224%224x64

112x112x128

/ 56 x 56256

8x28x512
axtaxstz
X
il Mhﬂxwoo
Tx7x512 -

P
A7

Vs ﬁ convolution + ReLU
" (_ max pooling
(" fully nected + ReLU
[ softmax






media/file9.jpg
$imin

= conv 3x3, ReLU
= copy and crop
#max pool 2x2
# up-conv 2x2
- conv 11





media/file0.png





media/file8.png
T T —fonvj-0
[ g 5o .
q ] ~eonv—if *

%_\\ oy
t' —= ICONV|~* ’

st | POON |

N

CONCAT






media/file17.jpg
Screen

image
” l
Making data NS A— R
sets I [
} RGB HSV }
| |
R N b |
| [DeepLab = ! ! ~means !
g U-Net | | |
! i . |
! PSPnet !
|
|
|
! i

| _(Deep learning algorithm) __|






