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Abstract: Apple leaf diseases seriously affect the sustainable production of apple fruit. Early infection
monitoring of apple leaves and timely disease control measures are the key to ensuring the regular
growth of apple fruits and achieving a high-efficiency economy. Consequently, disease detection
schemes based on computer vision can compensate for the shortcomings of traditional disease
detection methods that are inaccurate and time-consuming. Nowadays, to solve the limitations
ranging from complex background environments to dense and small characteristics of apple leaf
diseases, an improved Faster region-based convolutional neural network (Faster R-CNN) method
was proposed. The advanced Res2Net and feature pyramid network architecture were introduced as
the feature extraction network for extracting reliable and multi-dimensional features. Furthermore,
RoIAlign was also employed to replace RoIPool so that accurate candidate regions will be produced
to address the object location. Moreover, soft non-maximum suppression was applied for precise
detection performance of apple leaf disease when making inferences to the images. The improved
Faster R-CNN structure behaves effectively in the annotated apple leaf disease dataset with an
accuracy of 63.1% average precision, which is higher than other object detection methods. The
experiments proved that our improved Faster R-CNN method provides a highly precise apple leaf
disease recognition method that could be used in real agricultural practice.

Keywords: apple leaf diseases; Faster R-CNN; deep learning; object detection

1. Introduction

Around the world, apple fruit consumption has risen due to its high therapeutic and
nutritional value. In 2021, the apple cultivation area in China contained close to 3 million
hectares with annual productivity of around 45 million metric tons, making it a rather great
apple production and consumption country [1]. However, diverse leaf diseases often arise
during the growth of apples, causing major problems in terms of production and economics
in the apple fruit industry [2]. Therefore, it is extremely essential to predict and forecast
apple leaf disease at the initial stage to perpetuate fruit quantity and quality.

For apple leaf disease identification, the conventional means depend on farmers’
observations, which has delineated to be labor-intensive, unstable and time-consuming.
Additionally, these farmers need to have extensive knowledge of various leaf diseases to
avoid unnecessary errors and costs [3]. In fact, an automated detection disease system may
be a suitable alternative to labor tasks.

Over the years, various computer vision and image processing techniques have
been applied to detect and identify plant diseases in terms of their convenient and non-
destructive characteristics. Previous research on plant disease recognition mainly extracts
features, e.g., texture [4], color [5], shape [6], or others [7] from the image, and then dis-
tinguishes objects according to different features. The conventional methods of using
computer vision to detect plant diseases have been widely used in the past few decades. An
algorithm utilizing image processing means and a technique of RGB image color transform
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applied for better segmentation of disease spots were developed to segment different
“Monocot” and “Dicot” plant leaves [8]. Furthermore, a new methodology of rice leaf
blast detection was put forward with the help of color and shape, which receive an 85.71%
accuracy rate [9]. Additionally, with the aid of the texture statistics in the useful segments,
a software system was developed to recognize and classify the database of nearly 500 plant
leaves with a little computational effort [10]. That is, the advantages of these methods are
simple and efficient, however, the dependence on pixel grain and the neglect of spatial
details make the method less robust to noise [11].

Recently, for automatic identification and diagnosis of plant diseases, the technology
combined with machine learning and network technology has been deeply researched
with the popularization of electronic devices [12]. Hyperspectral imagery was selected
for the detection of apple marssonina blotch in the different stages. Meanwhile, feature
selection and redundancy reduction are completed by an unsupervised method. Three
classifiers were adopted to classify the features including ensemble bagged, decision tree
and weighted k-nearest neighbor, reaching an overall accuracy of more than 70%, reflecting
the possibility of detecting various apple marssonina blotch disease stages [13]. Moreover,
by using a genetic algorithm and feature selection, an apple leaf disease identification
method was proposed and the experiment results confirmed that the recognition rate
on the constructed dataset of apple diseased leaves exceeded 90%, meaning that the
proposed scheme was feasible and effective [14]. In addition, after preprocessing and
feature extraction of images, artificial neural networks as well as support vector machines
were presented for disease classification, and the result showed that the artificial neural
network is inferior to the support vector machine method in disease classification [15].
Although extensive hand-crafted vision features can be extracted by traditional methods,
the generalization ability of models is insufficient because the features heavily depend on
professional knowledge and experience. Moreover, these models cannot achieve satisfactory
accuracy due to the susceptibility of artificially selected features.

In recent years, driven by the rapid development of GPU processors in computing
power and memory capacity, deep learning mechanics have become more and more pop-
ular [16]. As a new research direction in the field of machine learning, deep learning can
acquire high-grade information of data during training without manual intervention [17].
A convolutional neural network (CNN) is one of the most representative models of deep
learning framework, which is a feed-forward neural network with convolutional computa-
tion and depth structure, suitable for processing computer vision tasks. A series of classic
CNN models have been put forward since 2012, including AlexNet, VGG, GoogLeNet,
ResNet, etc. Subsequently, due to the advanced robust feature extraction ability, CNN
has also achieved good performance in the task of apple leaf disease classification [18–20].
However, apple leaf disease classification is not sufficient for practical application scenarios.
This is mainly for two reasons; on the one hand, the dataset of images used for disease
classification always comes from plain background instead of the real field, on the other
hand, detailed information such as the type and the regions of the diseases infected leaves
cannot be obtained from the image classification method. Evidently, object detection is more
suitable for disease diagnosis. Many improved schemes of apple leaf disease detection
have been proposed on the basis of existing algorithms, such as the single shot multiBox
detector (SSD), the R-CNN and you only look once (YOLO) series of algorithms. A mobile
detection model, called Mobile End AppleNet-SSD, was devised to automatically detect
five common apple leaf disease spots on the mobile device in real-time [21]. Moreover,
a lightweight one-stage convolutional neural network, namely Mobile Ghost Attention-
YOLO, was proposed to perform real-time apple leaf disease detection with the highest
average precision and the fastest detection speed but the smallest model size compared to
other detection methods [22]. Moreover, based on MASK R-CNN and transfer learning,
a novel parallel real-time framework is proposed for recognizing apple leaf diseases [23].
Meanwhile, an SSD with the inception module and rainbow concatenation model was
trained to detect five common apple leaf diseases with higher accuracy and faster detection
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speed than previous methods [24]. However, the background of the disease datasets in
the above literature is white or in a laboratory environment, limiting practical agricultural
applications. Although some datasets were taken from a field environment, there were
fewer types of diseases in the datasets. Additionally, due to the complex background small
disease spots are difficult to detect. Moreover, the visual symptoms of different diseases
may be dense and overlapping leading to missed objects. At present, there is no solution to
solve the three problems at the same time.

In this paper, our major concern is detecting apple leaf diseases in the real field en-
vironment with high precision. An improved Faster R-CNN architecture is proposed for
detecting apple leaf diseases. Unlike most backbones networks in Faster R-CNN, our
method jointly uses Res2Net and feature pyramid network (FPN) [25] as the extraction
feature network to obtain more multi-scale, high-representations and semantically rich fea-
tures. Furthermore, we also employ RoIAlign [26] instead of RoIPool to predict the feature
map location, thereby improving the detection accuracy. When testing, soft non-maximum
suppression (soft-NMS) [27] is used instead of NMS to accurately detect the performance
of apple leaf disease. Finally, the proposed method is evaluated along with other advanced
detection models in which our annotated apple leaf disease dataset (AALDD) is applied.

2. Materials and Methods
2.1. Data Collection

The purpose of the study is to detect apple leaf disease in a real environment. To collect
more qualified pictures, we obtained the dataset through both publicly available datasets
and self-collected data. The former came from Plant Pathology 2021-FGVC8 challenge
competition and the latter was captured from the Pomology Institute of Shanxi Agricultural
University and farmers’ orchards by smartphones under field conditions. The constructed
dataset is full of images of five common apple diseases including scab, frogeye leaf spot,
rust, powdery mildew and mosaic. Furthermore, multiple different diseases may appear
on the same apple leaf, which meets the demands of detecting multiple diseases in one
apple leaf. The specific apple leaf disease image samples and their corresponding scientific
name are clarified in Figure 1.
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Figure 1. Image samples and their scientific name. (a) Scab (Venturia inaequalis (Cooke) G. Winter).
(b) Frogeye leaf spot (Alternaria alternata (Fr.) Keissl). (c) Rust (Gymnosporangium asiaticum Miyabe
ex G. Yamada). (d) Powdery mildew (Podosphaera leucotricha (Ell. Ev Ev.) Salm.). (e) Mosaic (Apple
mosaic virus).

2.2. Data Analysis

To meet the experiment requirements of data and ease the labor of labeling, a total
of 4182 images of apple disease were used to compose our dataset. First, the dataset was
annotated by the LabelImg tool for the object detection task. Annotated results were saved
as XML files in PASCAL VOC format. All images in the dataset were manually labeled
and verified by agricultural experts to make them correct. Then, we resized the image size
uniformly to 640 × 480 in order to train the model effortlessly.
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To perform the experiment, AALDD was randomly shuffled and divided into a
training dataset, validation dataset and test dataset based on the ratio of 8:1:1 according
to the category of apple disease. To balance the dataset of different categories, various
data enhancement methods were used to extend the training dataset, including horizontal
or vertical translation and image rotation. After these operations, our training set was
expanded from 3216 to 3851. Thus, the training set was balanced in terms of data types and
also included images containing two diseases on the same leaf for training the model. The
validation set consisted of 484 images responsible for tuning the model’s hyperparameters
and evaluating the model’s capabilities. The 482 pictures in the test set were used to
evaluate the performance of the final model. After these operations, the dataset was
constructed as AALDD, which is short for annotated apple leaf disease dataset. The specific
numbers are listed in Table 1.

Table 1. Numbers of the training set, validation set, and testing set.

Disease Number of
Images

Training
Set

Enhanced
Training Set

Validation
Set

Test
Set

Scab 915 733 733 91 91
Frogeye leaf spot 952 762 762 95 95

Rust 928 743 743 93 92
Powdery mildew 903 723 723 90 90

Mosaic 378 190 760 94 94
Scab and frogeye leaf spot 54 33 66 11 10
Rust and frogeye leaf spot 52 32 64 10 10

Total 4182 3216 3851 484 482

2.3. The Improved Faster R-CNN Model

Faster R-CNN [28] is the last algorithm that depends on region proposal algorithms
after region-based CNN (R-CNN) [29] and the Fast R-CNN [30]. The model benefits from a
region proposal network (RPN), which is used to generate proposals in less time and can
be easily combined into Fast R-CNN to make it a whole network. As shown in Figure 2,
the detection model using Faster R-CNN involves two steps: RPN and Fast R-CNN.
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Figure 2. The flowchart of the detection model using Faster R-CNN. (The result picture contains the
predicted disease category, the confidence, and the location of the disease marked by an orange box).

2.3.1. Res2Net Architecture

Due to the small and dense characteristics of apple leaf disease, it is inappropriate
to use the original Faster R-CNN model, whose feature extraction backbone is difficult to
fully express the high-level semantic information. In order to represent features at multiple
scales, we selected Res2Net [31] which has a stronger feature extraction ability as the back-
bone network for our improved Faster R-CNN architecture. Instead of utilizing features
with different resolutions, Res2Net demonstrates the multi-scale features by constructing
hierarchical residual-like connections within one single residual block. Therefore, the
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receptive fields can be varied at a finer-grained level to capture details and global features.
Res2Net in this paper refers to ResNet [32] integrated Res2Net block.

Res2Net split the feature maps of ResNet residual block into multiple feature map
subsets. Within different feature map subsets, residual-like connections are designed for
multi-scale expression at a granular level. Unlike the bottleneck block in ResNet by using
3 × 3 filters extracting features, the feature maps that have undergone 1 × 1 convolution
in the Res2Net block are split into s feature map subsets as shown in Figure 3. We denote
these feature map subsets by xi, where i ∈ {1, 2, · · · , s}. Each feature subset xi has the
same spatial size, but the number of channels is 1/s to that of the input feature map. We
use symbol Ki() to represent 3 × 3 convolution and yi to denote the output of Ki(). Each
xi has a corresponding 3 × 3 convolution except for x1. Therefore, the output of x1 is y1,
which is equal to x1. The feature split x2 goes through the 3 × 3 convolutional operator
and the output is y2 = K2(x2). The result that x3 added with the output of K2(x2) fed into
K3(), that is y3 = K3(x3 + y2) In a similar way, we can obtain yi as follows,

yi =


x1 i = 1

Ki(xi) i = 2
Ki(xi + yi−1) 3 ≤ i ≤ s
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Figure 3. ResNet block and Res2Net block architecture. (a) ResNet block. (b) Res2Net block.
xi(i = 1, 2, 3, 4) represents the split feature map subsets, Ki()(i = 2, 3, 4) denotes 3 × 3 convolution
and yi(i = 1, 2, 3, 4) refers to the output of Ki().

Each 3 × 3 convolution Ki() has the potential to receive the information of all previous
feature map subsets, i.e., that from

{
xj, j ≤ i

}
. Thanks to the 3 × 3 convolution, the

receptive field of each feature split’s output xj is larger than that of xj. Then all splits are
concatenated and 1 × 1 convolution is used to better fuse the information of different
scales. The strategy of split and concatenation enables the module to process features with
extraordinary efficiency. The output feature map contains different receptive fields, which
are conducive to extracting multi-scale features. As a result, Res2Net can capture global
and local features at a finer level.
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2.3.2. FPN

In order to detect objects at different scales, we added the feature pyramid network,
i.e., FPN after Res2Net. The FPN building block is shown in Figure 4. Through the
feedforward backbone convnet of the input image, a series of hierarchy feature maps with
a scaling step of 2 were generated, which are displayed on the left of Figure 4. As we
know, low-level features have less semantic information, but high resolution and accurate
location information; whereas high-level features have rich semantic information, but low
resolution and rough location information. To fuse these features, we used upsampling to
obtain a coarser-resolution feature map, and the spatial resolution of the feature map is two
times greater than the original one (the red line on the right of Figure 4). The corresponding
bottom-up feature maps reduce channel dimensions to make them have the same channel
through a 1 × 1 convolutional layer (the orange line on the right of Figure 4). Then, we
merged them element-wise and iterated the process to obtain multiple feature sets. Finally,
each merged map generated the final feature map by applying a 3 × 3 convolution. Thus,
the feature pyramid fuses the information between different layers to obtain an object
detection system with accurate identification and location.
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2.3.3. RoIAlign

To extract a small identical feature map (e.g., 7 × 7) from each RoI, RoIPool was
utilized as a solution. Unfortunately, quantization and rounding operations in the process
of RoIPool cause deviations between the RoI and the extracted features, resulting in the
loss of recognition accuracy. In order to improve the identification precision of apple leaf
diseases, we adopted RoIAlign instead of RoIPool in our improved Faster R-CNN.

RoIAlign was first proposed in the Mask R-CNN [26] for faithfully preserving exact
spatial locations, which removes the harsh quantization of RoIPool, properly aligning the
extracted features with the input. It avoids any quantization of the RoI boundaries. First,
bilinear interpolation was used to compute the exact values of the input features at four
regularly sampled locations in each RoI bin (for example, for a continuous coordinate
x, x/16 is used instead of [x/16], where 16 is a feature map stride and the symbol [] is
rounding), then the result was aggregated (sample 4 points in each bin rather than directly
dividing the RoI, then max or average pooling). The procedure of RoIAlign is shown
in Figure 5. Consequently, RoIAlign is a regional feature aggregation method that can
improve the accuracy of the detection model. In our apple leaf disease detection structure,
the feature map obtained by FPN was fed into the RoIAlign layer to produce the same size
features for later calculations.
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Figure 5. The procedure of RoIAlign. To begin with, the color grid represents a feature map and the
red solid lines an RoI (with 2 × 2 bins) in (a). Then, in (b) sampling 4 points in each bin, which are
demonstrated as the red dots. The value of each sampling point is computed by bilinear interpolation
from the nearby grid points on the feature map, as the blue arrows pointed and the result is depicted
in (c). Finally, max or average pooling is aggregated for 4 bins. The final feature after pooling is
elucidated in (d).

2.3.4. Soft-NMS

NMS is an indispensable operation after region regression in the task of object detection.
It is also a post-processing algorithm for the redundant elimination of prediction boxes for
a target. As a greedy algorithm, the scores of all detection boxes are sorted first, then the
highest scoring detection box M was selected and the others that overlap significantly with
M were suppressed (evaluated with a predefined threshold). This procedure is handled
recursively to the remaining boxes. By adopting different thresholds, NMS performs well in
general object detection. However, because of local maximum suppression, it is likely to
miss some dense and overlapping target objects. To improve the detection accuracy of apple
leaf disease, we used soft-NMS in the R-CNN network of the test stage instead of NMS.

Soft-NMS, on the other hand, adds a function to the classical NMS, which is mainly to
suppress the confidence level si of each box. f (iou(M, bi)) is an overlap-based weighting
function, which is an overlapping linear function here. The score of detection boxes updates
according to the intersection of union (IoU) of the detection boxes with the highest score at
each iteration. The pruning step can be represented by the following rule:

si =

{
si, iou(M, bi) < Nt

si(1− iou(M, bi)), iou(M, bi) ≥ Nt
,

The above function can attenuate detection scores above the threshold Nt with a linear
function that overlaps M for initial detection boxes bi. As a result, the detection boxes far
away from M would not be affected and those close to M would be penalized more heavily.
Moreover, the computational complexity of soft-NMS is the same as traditional NMS. It is
easy to implement by integrating the module into any object detection pipeline without
additional training.

2.4. Experimental Setup
2.4.1. Experiment Platform

The experiments used an Ubuntu server with an AMD Ryzen 5 5600X 6-core processor
(Advanced Micro Devices Inc., Santa Clara, Silicon Valley, California) that was installed by
GeForce RTX 3060 Lite Hash Rate (Nvidia Corp., Santa Clara, CA, USA). Ubuntu 18.04.5
LTS 64-bit system and Python 3.8 was opt for the software environment. MMdetection
toolbox [33] was employed to develop codes.
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2.4.2. Parameter Settings

Unless otherwise specified, the parameter settings of each comparison detection
network were the same as the default parameters named in MMdetection benchmark.
Res2Net-50 and FPN were selected to extract features, 1333 × 800 was the default training
image size. Moreover, in accordance with the linear scaling rule, the learning rate picks the
value of 0.0025, which is one-eighth of the original default learning rate.

2.4.3. Evaluation Metrics

Several standard metrics were employed to evaluate our model for verifying the
reliability after training was completed, including IoU, average precision (AP), and average
recall (AR), as well as AP50 and AP75. Specifically, AP50 and AP75 are AP at IoU thresholds
of 0.5 and 0.75, respectively. In addition, the detection speed was calculated in terms
of frames per second and confusion matrix was also used to evaluate the classification
accuracy of the results. For experiment results, the defaulting final epoch was selected to
calculate these values.

3. Results
3.1. Comparison of Different Feature Extraction Networks

To illustrate the advantage of Res2Net and FPN, we compared the effects of different
feature extraction networks on detection results. For a fair comparison, all parameters were
set the same during the training process.

Table 2 presents the detection comparison between our network and other networks,
such as ResNet-50-FPN, ResNet-101-FPN, ResNeXt-101-FPN, ResNeSt-50-FPN, and RegNet-
FPN. It is obvious that the AP detection performance of the proposed Res2Net-50-FPN
exceeds ResNeSt-50-FPN, achieving 1.9% AP improvement. We can also see that our
feature extraction network performed slightly better than ResNet-50-FPN, ResNet-101-
FPN, ResNeXt-101-FPN, and RegNet-FPN. That is to say, our approach achieved the best
performance with an AP detection accuracy of 62.9%. Regarding other AP values, the
improved Faster R-CNN with Res2Net-50-FPN achieved 91.3% AP50, which is slightly lower
than that of ResNet-50-FPN, and obtained 69.8% AP75, which is higher than that of Res
NeXt-101-FPN and ResNeSt-50-FPN. In addition, our method had 68.5% AR, which is the
highest among these extraction networks. In a word, Res2Net-50-FPN performs better than
other backbones, indicating that Res2Net and FPN have advantages in feature extraction
and object detection. Because Res2Net and FPN extraction feature networks can obtain
high-level semantic information for recognition, in this way, a higher AP value is obtained.

Table 2. Detection results of different feature extraction networks. (unit: %).

Framework Backbone AP AP50 AP75 AR

Faster R-CNN Res2Net-50-FPN 62.9 91.3 69.8 68.5
ResNet-50-FPN 61.9 92.2 70.4 67.6

ResNet-101-FPN 62.5 90.9 70.6 68.1
ResNeXt-101-FPN 61.8 91.0 69.6 67.7
ResNeSt-50-FPN 61.0 91.3 68.6 67.0

RegNet-FPN 62.1 89.3 70.0 67.9

3.2. Detection Accuracy Comparison between RoIPool and RoIAlign

To position the apple diseased object more accurately, we selected RoIAlign instead
of RoIPool in our improved Faster R-CNN. Figure 6 demonstrated the detection results of
apple leaf diseases using RoIPool and RoIAlign, including the value of AP50 of five apple
leaf diseases, AP and AR. It also can be found that the apple leaf disease detection accuracy
utilizing RoIAlign is obviously higher than that of RoIPool, especially the detection result
of scab, which improved 0.7%, implying that RoIAlign is more significant for large object
detection. However, the detection accuracy of frogeye leaf spot and rust using RoIPool is
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higher than that of using RoIAlign, which means that RoIAlign is not valid for all targets.
Our model performs better than Faster R-CNN with RoIPooL due to RoIAlign. A benefit
of removing the harsh quantization of RoIPool is that RoIAlign reduces misalignments
between the RoI and the extracted features making the recognition more accurate.
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3.3. Comparison of Different Detection Techniques

To analyze the performance of various detection algorithms, we utilized several state-
of-the-art object detection algorithms to detect apple leaf diseases, namely, one-stage object
detection algorithms, including YOLOv3, SSD, RetinaNet, Generalized Focal Loss (GFL),
VarifocalNet (VFNet); two-stage object detection algorithms, i.e., Grid R-CNN and Libra
R-CNN; multi-stage object detection algorithm Cascade R-CNN.

Table 3 shows the result of different models on AALDD. With the same dataset, our
proposed method had the highest AP value. Additionally, our model had 91.3 AP50, which
is 0.1% less than RetinaNet. On the other hand, it has the highest AP75 value. It also can
be seen from Table 3 that the AR of our model is below the highest AR of 2.7% in GFL. To
sum up, the experiment indicated that the detection accuracy of our approach is better
than other object detection frameworks. This gain can mainly be attributed to Res2Net and
FPN, which can introduce the stronger multi-scale representative feature map, and to the
RoIAlign, which helps the network learn the exact location of different objects.

The detection speed is another important indicator to measure the object detection
algorithm. The computational efficiency of different detectors is evaluated by frames per
second (FPS). The result is shown in Table 3. It is undeniable that the proposed method has
a gap in detection speed compared with other target detection algorithms, however, our
method is fit for the real-time detection of five apple leaf diseases accurately.
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Table 3. Detection results of different detection frameworks. AP and AR are average precision and
average recall, respectively. AP50 and AP75 stand for the AP under Intersection over Union thresholds
of 0.5 and 0.75, respectively. FPS represents frames per second. (unit: %).

Method Backbone AP AP50 AP75 AR FPS

Cascade R-CNN ResNet-50-FPN 62.6 90.1 68.2 68.4 12.0
Grid R-CNN ResNet-50-FPN 61.5 91.1 65.9 68.3 12.5
Libra R-CNN ResNet-50-FPN 60.3 91.3 66.7 67.4 13.3

RetinaNet ResNet-101-FPN 61.2 91.4 68.2 67.7 14.6
SSD SSDVGG 59.8 88.9 64.8 68.5 64.4
GFL ResNet-50-FPN 61.2 89.7 68.0 71.2 14.5

YOLOv3 DarkNet-53 59.3 88.0 63.9 68.0 76.6
VFNet ResNet-50-FPN 59.6 88.7 64.7 69.9 13.6
Ours 62.9 91.3 69.8 68.5 12.2

3.4. Specific Class Performance Analysis

To analyze the recognition accuracy of a particular species, we calculated and com-
pared AP50 values for each category of different detection models. The results are exhibited
in Table 4. We can see that the mode attained a rather high accuracy, especially in detecting
powdery mildew and mosaic, whose detection accuracy has surpassed other detection
models. The improvement in accuracy contributes to Res2Net-50-FPN backbone, which
can extract more multi-scale features for apple disease identification, and to the RoIAlign
mechanism, which supports the network learning more accurate location.

Table 4. AP50 of different categories under different detection models. (unit: %).

Method Backbone Frogeye
Leaf Spot

Powdery
Mildew Rust Scab Mosaic

Cascade R-CNN ResNet-50-FPN 83.7 98.5 83.0 94.8 90.2
Grid R-CNN ResNet-50-FPN 89.6 98.0 84.1 94.9 89.1
Libra R-CNN ResNet-50-FPN 87.8 98.0 85.0 94.8 90.8

RetinaNet ResNet-101-FPN 87.8 96.3 84.0 96.3 92.7
SSD SSDVGG 83.1 96.4 80.1 93.8 91.1
GFL ResNet-50-FPN 88.5 91.2 86.0 90.0 92.9

YOLOv3 DarkNet-53 80.0 94.3 78.0 93.9 93.6
VFNet ResNet-50-FPN 83.0 93.5 82.4 92.8 91.7
Ours 88.6 98.9 82.4 95.3 94.1

As shown in Table 4, there are significant differences in the detection accuracy of
different categories. Obviously, among all apple leaf diseases, rust is the toughest to
identify with the lowest AP value; but for powdery mildew, scab and mosaic, all models
are capable of detecting it with fairly high accuracy. The reason for this result is that the
difficulty of recognition of different targets is different, in other words, small targets are
more difficult to identify than large ones. Moreover, three kinds of apple leaf diseases can
be detected accurately, reaching more than 90%, indicating that the model can be applied
to practical applications.

3.5. Result Comparison between NMS and Soft-NMS

To improve the missed and incorrect detection of apple leaf diseases caused by over-
lapping, adhesion, and other complex environmental issues in the fields, we employed
soft-NMS instead of traditional NMS in the Faster R-CNN model. The results are illustrated
in Table 5. Faster R-CNN using soft-NMS achieved an AP value of 63.1% and an AR value
of 71.4%, which is better than the Faster R-CNN model using NMS. That is, the Faster
R-CNN based on soft-NMS leads to fewer missed and incorrect apple leaf diseases.
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Table 5. Detection result with NMS and soft-NMS. AP and AR mean average precision and average
recall, respectively. (unit: %).

Method Backbone AP AR

Faster R-CNN using NMS Res2Net-50-FPN 62.9 68.5
Faster R-CNN using soft-NMS Res2Net-50-FPN 63.1 71.4

The visualization comparison of apple leaf disease detection between the Faster
R-CNN method using NMS and soft-NMS is discussed. With the IoU thread of 0.5, Figure 7
presents a comparison of some examples. The red boxes in the figure denote apple leaf
diseases detected, the blue ovals are marked as the object detected successfully with the
yellow ovals, and the blue ovals indicate the missed detection.
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The Faster R-CNN method using NMS and soft-NMS can successfully detect apple
leaf diseases which are quite widely separated. However, the Faster R-CNN method using
NMS (the left column in Figure 7) produced some missing detection results under dense
conditions. For example, the diseases in Figure 7a,c,e were too close to distinguish them.
Thanks to soft-NMS, it can overcome the influence of the connected diseases by decaying
the scores of neighboring boxes via a linear penalty function, and the final more reliable
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results (the right column in Figure 7) were obtained. Hence, Faster R-CNN using soft-NMS
can obtain effective results in improving the missed detection of apple leaf diseases.

3.6. Comparison of Confusion Matrix

As a visual tool, the confusion matrix intuitively shows the prediction results of the
model for the recognition task. The rows of the figure represent the ground truth label, the
columns represent the predicted label, and the value represents the percentage of correct or
incorrect predictions. We plotted the confusion matrix of the nine models compared earlier,
which is shown in Figure 8. As can be seen from Figure 8, our method has the highest
classification accuracy for frogeye leaf spot, powdery mildew, and mosaic in these nine
models. In addition, rust has the lowest classification accuracy in almost all models due to
the fact that rust is relatively small with limited information, making the detection process
difficult. We can also see that all models have a higher misidentification the background
as frogeye leaf spot and rust, because there are many frog leaf spots and rust targets
on the apple leaves that are not all labeled. That is to say, the improved Faster R-CNN
architecture achieves great classification performance on the test dataset, as well as good
feature extraction capability.
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4. Discussion

This paper proposes a high-precision detection method of apple leaf diseases using
improved Faster R-CNN. A database of apple leaves containing five diseases, frogeye leaf
spot, powdery mildew, rust, scab and mosaic was constructed, all of which were taken
in the natural environment, among which the targets of frogeye leaf spot and rust were
small as well as there were some dense and overlapping disease targets. The improved
Faster R-CNN solves the identification difficulties and improves the accuracy compared
to other object detection models. Due to tiny and dense objects characteristic of apple
leaf diseases, we presented Res2Net and FPN feature extraction networks to obtain high-
level semantic information. Moreover, RoIAlign was employed to replace RoIPool to
extract features from each RoI in the Fast R-CNN stage, which can generate a more precise
location of apple leaf diseases. In addition, Soft-NMS was utilized instead of NMS to
eliminate missing prediction for effective and robust detection. Thanks to these series of
improvements, the recognition accuracy of apple leaf disease under complex backgrounds
has been significantly improved.

This paper focuses on the improvement of the Faster R-CNN algorithm for detecting
apple leaf diseases. The improvements for the Faster R-CNN algorithm in disease detection
also include Refs. [34–36]. Ref. [34] made a small modification to the original Faster
R-CNN model by reducing the number of layers from twelve to nine to avoid overfitting
for detecting tomato plant leaf disease. The entire simulation shows that the suggested
model is superior to other existing models in terms of automatically detecting tomato leaf
disease. The reason for that is the images trained come from PlantVillage datasets which
are taken in a white background. Ref. [35] improved the recognition model accuracy of crop
disease leaves with an improved Faster R-CNN using a depth residual network ResNet101.
Moreover, the bounding boxes are recalculated. However, the dataset is laboratory data,
so only a single leaf disease in the image can be detected. Ref. [36] proposed a disease
detection system for apple leaves using Faster R-CNN with Inception v2 and the proposed
system successfully classified diseased and healthy leaves, but the model can also identify
diseased and healthy images from apple orchards, without knowing the specific type of
disease. Different from them, our model can detect different diseases in an image that
comes from the natural environment along with specific disease categories. In particular, it
can also detect dense disease targets.

In this paper, we focus on the improvement of the model in detecting disease accuracy.
Although our model has the highest AP on the test dataset, reaching 63.1%, the detection
speed of the model is not fast, only 12.2 FPS, and this speed has a gap compared to
the requirement of real-time detection. In addition, arranging the model on mobile and
embedded devices have a strong practical significance for apple disease detection, but the
requirement for detection speed is very high, so determining how to balance the model in
terms of detection accuracy and speed is the next key issue we will study.

5. Conclusions

This work is devoted to studying the high-precision detection method of apple leaf
diseases using improved Faster R-CNN. Our approach provides a scheme for identifying
tiny and dense disease objects in the field background. By using our constructed dataset
AALDD, the main conclusions were as follows:

1. The AP and AR of the improved Faster R-CNN model with Res2Net-50-FPN are 62.9%
and 68.5%, it is highest among other different backbones including ResNet-50-FPN,
ResNet-101-FPN, ResNeXt-101-FPN, ResNeSt-50-FPN, and Reg-Net-FPN.

2. The AP50 of the improved Faster R-CNN with RoIAlign is 0.6%, 0.7% and 0.4% higher
than that of Faster R-CNN with RoIPool in detecting powdery mildew, scab and
mosaic, respectively. The AP and AR of the Faster R-CNN with RoIAlign also has an
improvement of 2.9% and 2.7% compared with Faster R-CNN with RoIPool.

3. To compare the recognition results of specific apple leaf diseases, eight different detection
methods are used. The AP50 of our improved Faster R-CNN in detecting frogeye leaf
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spot, powdery mildew, rust, scab and mosaic was 88.6%, 98.9%, 82.4%, 95.3% and
94.1%, respectively. Moreover, the AP50 of powdery mildew and mosaic has the best
performance. This indicates that our method has a wide application in practice.

4. The improved Faster R-CNN using soft-NMS can achieve a 63.1% AP and 71.4 AR,
outperforming the Faster R-CNN using NMS. There is also an advantage in detecting
dense disease objects compared with the original Faster R-CNN.

The apple leaf disease detection method proposed in this paper shows higher detection
accuracy. Because the diagnosis of leaf diseases is homogeneous, the present results provide
technical references for automatic disease detection. In addition, there are some limitations
fail to address in our paper. In terms of real-time detection speed, the proposed method
has a significant gap with one-stage object detection methods. Moreover, the AP of rust is
only 82.4%, which is lower than that of other classes of diseases. The above issues are ones
we will explore in our future research work.
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