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Abstract: Economic and ecosystem issues associated with beekeeping may stem from bee mites rather
than other bee diseases. The honey mites that stick to bees are small and possess a reddish-brown color,
rendering it difficult to distinguish them with the naked eye. Objective and rapid technologies to detect
bee mites are required. Image processing considerably improves detection performance. Therefore,
this study proposes an image-processing method that can increase the detection performance of
bee mites. A keypoint detection algorithm was implemented to identify keypoint location and
frequencies in images of bees and bee mites. These parameters were analyzed to determine the
rational measurement distance and image-processing. The change in the number of keypoints was
analyzed by applying five-color model conversion, histogram normalization, and two-histogram
equalization. The performance of the keypoints was verified by matching images with infested
bees and mites. Among 30 given cases of image processing, the method applying normalization
and equalization in the RGB color model image produced consistent quality data and was the most
valid keypoint. Optimal image processing worked effectively in the measured 300 mm data in the
range 300-1100 mm. The results of this study show that diverse image-processing techniques help
to enhance the quality of bee mite detection significantly. This approach can be used in conjunction
with an object detection deep-learning algorithm to monitor bee mites and diseases.

Keywords: bee mite; image processing; keypoint detection; image matching

1. Introduction

Honeybee is a pollinating insect that maintains the ecosystem. Honeybees possess
the ability to produce honey, wax, and royal jelly for beekeeping. However, beekeeping
is experiencing a dual crisis of earning-shock and colony collapse disorder due to climate
change, pests, and disease [1,2].

Among pests, Varroa destructor is the most severe, and may lead to several economic
disadvantages compared to other diseases [3]. Bee mites can parasitize larvae and bees,
and this may further result in growth decline, wing deformity, abdominal reduction, and
death [4]. Methods for detecting bee mites include sugar testing, brood testing, and floor
testing, but they have limitations in providing objective, quantitative indicators. Bee mite
management is one of the main tasks of beekeeping managers, and research exists to
prevent and control it [5,6].
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Managing pest inspection in the beehive state is required by beekeeping farmers.
Typically, checking by humans involves observation with the naked eye and nonobjective
knowledge. Bee mites have a small size of 1.1 mm X 1.6 mm and are reddish brown. Their
color is similar to that of the bee pattern. Hence, their identification is difficult, and a distinct
deviation may be present, depending on the skill of the beekeepers. This has led to the need
for rapid and objective detection methods.

Considerable visual information can be distinguished during beekeeping. A few exam-
ples include honey, bees, queen bees, bee larvae, diseases, and pests. Visual data have been
extensively used in computer science analyses. Each class is classified into an image using
deep learning. Object detection algorithms are fast and non-destructive approaches to
detect bee mites in beecomb images.

Computer vision is the field of computing that uses image data. Computer vision systems
have been widely used in machinery, medicine, and agriculture. In precision agriculture,
a weak classifier model has been developed using object detection [7]. In a recent study, a
banana disease detection model was built using a neural network and transfer learning [8].

Several efforts have been made to achieve more precise beekeeping using computer
vision systems. Ngo et al. developed a monitoring system that possessed the ability to
count the number of bees at the entrance [9]. Bjerge et al. constructed a measurement
system at the entrance to a hive and attempted to monitor bee mites using near-infrared
and deep learning [10].

Artificial intelligence used for object detection learns from object keypoints, which
are regarded the most important values during image matching, detection, and tracking.
Increasing the number of enhanced keypoints helps improve the detection performance.

The keypoint detection algorithm is primarily affected by the measurement environ-
ment, even for the same object. The inference performance was changed using a detector.
Thus, a keypoint detector must be selected based on its speed and accuracy [11]. Image
matching was based on the keypoints of each object. It can connect to similar keypoints.
The matching quality is affected by keypoint frequency and location.

This study aims to develop an image processing method in order to improve the quality of
bee mite detection. A beecomb measurement system must be developed for image acquisition.
A keypoint detector was used to estimate the keypoints. The frequencies and locations
of the keypoints were analyzed using a rational image processing method. The image
processing methods implemented are color model conversion, histogram normalization,
and equalization. The combination of image processing generated 30 analysis cases.

2. Materials and Methods
2.1. Materials and Location

Eight beehives were used for image data measurements at the apiary of the National
Institute of Agricultural Sciences in Jeollabuk-do, Republic of Korea, and at a beekeeping
farm in Gangwon-do. The honey bee is a Western honey bee (Apis mellifera) that is adaptable
to the environment and yields high productivity. In another study, two common species of
bee mites, Varroa jacobsoni and Varroa destructor, were measured, which possess dimensions
of 1.0630 x 1.5068 mm and 1.1673 x 1.7089 mm, respectively [12]. The observed bee mite
had a size of 1.2 x 1.7 mm. Therefore, it was assumed to be Varroa destructor (Figure 1).

2.2. RGB Image Acquisition System and Measurement Method

An image acquisition system must be established to define an optimal image-processing
method to detect bees and bee mites. Image data were acquired for bees and bee mites in
beecombs in a manner similar to that for human inspection.

The image acquisition system was built using a camera, a laptop, and a beecomb
supporter (Figure 1). The supporter can directly control this angle. A CMOS-type Blackfly-
SGigE camera (FLIR, Wilsonville, OR, USA), with a resolution of 2048 x 1536 pixels, was
used in this study.
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Figure 1. (a): image acquisition systems and (b): image of bees and bee mites (red circles: bee mites).

The measurement software was developed in Python 3.7. An acquisition area was
set for the entire beecomb, which was the same as that visually inspected by humans.
The numbers of shots required varied depending on the distance from the camera to the
beecomb. The images were measured at five shooting distances at 200-mm intervals from
300 mm to 1100 mm, and the number of measurements per distance is shown in Table 1.
The number of image measurements was set to measure one side of the beecomb.

Table 1. Number of image measurements according to imaging distance for measuring the entire
beecomb area.

Imaging Distance 300 mm 500 mm 700 mm 900 mm 1100 mm

Number of image

9 6 4 2 1
measurement (ea)

Image acquisition of the beecomb with bees and bee mites was performed in apiary.
After adjusting the distance between the camera and the beecomb, the angle and position of
the camera and supporter were set. The camera and support angle were fixed at 15 degrees
in order to prevent light saturation. The aperture and exposure time were manually adjusted
in response to changes in environmental factors, such as changing sunlight and weather.

2.3. Bee and Bee Mite Image Dataset

An image was selected and a region of interest was extracted from the measured RGB
image data (Figure 2). The selected image contained bee mites, and the region of interest
was infested with bees (parasitized by Varroa destructor). A total 65 images were extracted
at five measurement distances, with 13 images at each level, and 65 images were used in
the analysis (Figure 3).

Figure 2. Region of Interest (Rol) cropping: (a) original image with the green box meant the extracted
area and (b) cropped image after the extraction.
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300 mm 500 mm 700 mm 900 mm 1100 mm

Figure 3. Infested bee with parasitic mite according to measurement distance.

2.4. Optimal Image Processing

To determine the optimal image processing method for detecting bee mites, an analysis
based on keypoints and image matching must be performed after image processing. Various
image processing methods, such as color model conversion, histogram normalization, and
equalization, have been applied to improve the matching rate of bee mites in beekeeping
images. There were a total of 30 image processing combinations, and these were applied to
the image of the extracted infected bees (i.e., bees parasitized by a bee mite). The image
processing methods are shown in Sections 2.4.1 and 2.4.2.

2.4.1. Color Model Conversion

To identify the characteristics of the infected bees that did not appear in the color
model of the existing image, five color model conversions were performed. The color
models RGB, HSV, Lab, YCrCb, and Gray were representative color models classified
according to the mixing method, brightness component, and color-difference component.

According to previous research, RGB is more suitable for neural network learning
compared to the one-dimensional value according to the H values of RGB and HSV [13].
A color model refers to 3D array data for expressing colors, and each dimension has a com-
ponent value for implementing the color. The three dimensions of the RGB model represent
the components red, green, and blue, and the HSV model represents the components hue,
saturation, and brightness. The YCrCb model consists of brightness and color difference
information (Cr and Cb), and the Lab model consists of brightness, red-green, and yellow-
blue components. The HSV, YCrCb, and Lab had a common component that represented
brightness. The gray color model represents one-dimensional array data. Therefore, gray
represents only the intensity of a pixel.

The cvtColor function of OpenCV was used for the color model conversion. The color
model conversion equations are as follows (OpenCV, 2022): color model conversion was
performed based on a floating-point number with a value between 0 and 1, substituted
from the RGB model data. After the model-change formula was applied, it was redefined
as 8-bit data, with values ranging from 0 to 255. In the case of HSV, YCrCb, and Gray, they
were converted at once in a specific way corresponding to the coefficients defined, as in
Equations (1), (3) and (4). The Lab case was converted to the color model XYZ, as shown in
Equation (2):

V—min(R,G,B) ifV # 0
= = V
V = max(R, G, B)S { 0 } otherwise M
60(G —B) / (V —min(R,G,B)) ifV =R
p = {120+ 6(B-R)/(V-min(RGB)) | ifV =G
~ 1240 +60(R — B)/(V — min(R, G, B)) if V=
0 if R=G=B
X 0.412453  0.357580  0.180423| |R
Y| = |0212671  0.715160  0.072169| |G )
Z 0.019334  0.119193  0.950227] | B
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X
X = — , where X, = 0.950456
Xn
Z
Z = — , whereZ, = 1.088754
Zn
L - 116 Y —16| forY > 0.008856
N 903.3 % Y for Y < 0.008856
a = 500(£(X) —f(Y)) + 128
b = 200(f(X) — £(Z)) + 128
f(t) = { t1/3 for t > 0.008856
— 7787t +16/116° for t < 0.008856
Y = 0.299R + 0.587G + 0.114B (3)
Cr = (R—Y)0.713 +128
Cb = (B—Y)0.564 + 128
Gray = 0.299R + 0.587G + 0.114B (4)

R = PixelofintensityRchannel
G = PixelofintensityGchannel

B = PixelofintensityBchannel

2.4.2. Histogram Normalization and Equalization

An image acquisition experiment was performed outdoors according to the same condi-
tion as that of a visual inspection by a beekeeper. In outdoor image acquisition experiments,
the intensity of sunlight changed depending on factors such as measurement time, clouds,
and weather. Sunlight variations caused deviations in the measurement data. In other
words, measurement errors, such as sunlight, deviation of appropriate exposure time,
and aperture value, may occur. Histogram calibration may reduce further deviations due
to changes in light intensity. Histogram normalization and equalization was one of the
methods used to calibrate the intensity of each component. Both histogram correction
methods could normalize data and enhance contours and contrast.

The minimum-max normalization was calculated using Equation (5). In the Equaliza-
tion method, there were various algorithms, such as Global Histogram Equalization (GHE),
Local Histogram Equalization (LHE), and Dynamic Histogram Equalization (DHE) [14].
Histogram equalization was performed using the cumulative distribution in Equation (6).
Global Histogram Equalization and Contrast-Limited Adaptive Histogram Equalization
(CLAHE), which are calculated by dividing the image into a grid, were selected for the
equalization method.



Agriculture 2023, 13, 1511

60of 17

In this study, normalization (not applied, applied) and equalization (not applied,
GHE, and CLAHE) were applied to color-converted images for a detailed comparison
of the effects of histogram correction. The color image consisted of three channels. The
normalized channels differed for each color model. In the HSV, YCrCb, and Lab color
models, normalization was applied to brightness components, and the RGB and the Gray
color models were applied to all components:

(Ioriginal - Minoriginal) * 255

(Maxoriginal - Minoriginal)

©)

Inormalization =

Inormalization: Normalized image

Loriginal: Original image

MaXgriginal: Maximum pixel value of original image
Minriginal: Minimum pixel value of original image

cdf(v) — edfpmin
MN) = g (7 ”) ©)

H'(v) = round(

H'(v): Equalized Histogram

v: Value of pixel

round(v): Rounds Function

cdf(v): Histogram cumulative function

cdfimin: Minimum cumulative value, usually 1

M x N: Resolusion of image,(M: Width, N: Height)
L: Range of pixel value, 256

2.5. Keypoint Detection Algorithm of Bees and Bee Pests

A keypoint is the point at which an object can be distinguished locally. This is used as
a matching point for object matching, detection, and tracking. In addition, as an essential
factor, the keypoint must be derived in order to recognize an object or structure using a
computer. Therefore, as recognition points for objects such as honeybees and bee mites, the
frequency and the location accuracy of keypoints can be used to evaluate the quality of the
images to which image processing was applied.

The keypoint detection algorithm should be selected according to the data characteris-
tics, and both its speed and its accuracy may vary depending on the analysis hardware [11].
There were research to identify bee pollen with RGB image and the vector of locally ag-
gregated descriptors encoded by the Scale-Invariant Feature Transform (SIFT) keypoint
detection algorithm [15]. Oriented FAST and Rotated BRIEF (ORB) are keypoint detection
algorithms based on the Features from Accelerated Segment Test (FAST) that is applied
to real-time systems and the Binary Robust Independent Elementary Features (BRIEF)
with rotation invariance [16]. The keypoints of each patch were detected using FAST, and
efficient points were calculated among the detected keypoints based on the BRIEF descrip-
tor. Among four keypoint detection algorithms (BRISK, SIFT, SURF, and ORB), the ORB
algorithm showed the best performance in terms of evaluation of feature point frequency,
calculation efficiency, matching efficiency, and detection speed [17]. As the distortion of an
image varies depending on the type of camera or lens, distortion correction is necessary.
A comparison of the detection and matching performance of SIFT, SURF, and ORB for
distortion based on data with 30% salt-and-pepper noise compared to the original showed
that the ORB algorithm was the best [18]. Thus, the ORB algorithm was applied to data
with minimal image-warping distortion.
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2.6. Performance of Keypoint

This study aimed to investigate the optimal measurement distance and image-processing
method for honeybee and bee mite recognition. The keypoint detection performance was
based on frequency and location accuracy analysis for each image processing step.

2.6.1. Analysis of Keypoint Location and Frequency

The keypoints detected through the ORB are composed of an object that stores key-
point information and an object that stores descriptor information. The stored keypoint
information was stored, and it had the following values: pt, size, angle, response, octave,
and class_id. (here, pt denotes the location of a feature point). Therefore, by contrasting the
values of pt, the regions of bees, and bee mites, it is possible to determine the frequency of
keypoints that would actually be used for object matching.

The location information of the bee mites in the images is labeled in a boxed JSON format.
Bee mite region information can also be used to extract the mite area within an image.

The pt component of the keypoint was obtained from both the original and each
processed image. The pt components of the extracted keypoints were compared with the
coordinates of the bee mites, and the number of valid keypoints for bee mite identification
for each image processing step was calculated.

2.6.2. Image Matching Algorithm

Image matching algorithms could match detected keypoints in two images. Matching
performance was affected by the quality of the keypoints in the image. Image matching
was performed to verify the performance of the detected bee and honeybee keypoints and
to compare the changes according to the image processing method.

The BFMatcher function in OpenCV was used for image matching. The BFMatcher
is an algorithm that uses a brute-force match to compute all matchable keypoints in or-
der to produce good results. The matching parameters for the brute-force operations were
NORM_HAMMING, which uses the Hamming distance, and CrossCheck, which deter-
mines whether the matching results in both directions are the same. The image matching
result is represented as Dmatch with four components: queryldx, trainldx, imgldx, and
distance. Queryldx and trainldx were the indices of the keypoints that are detected in
the images used for matching. The imgldx is the component that is used when matching
multiple images, and the distance is the matching value between the keypoint vectors.
A small matching distance indicates a high similarity. The components of the matching
results are sorted in order of decreasing distance to select the top-matching objects with
high matching similarity.

In this study, image matching was implemented based on the original image, and
an image with histogram normalization and equalization. The top ten matching objects
were selected based on the distance component to compare the matching performance.
The selected matching objects are checked for anomalous matches. An abnormal match is
observed when different points on an object are matched.

The overall process of applying image processing, keypoint detection, and image
matching to 150 conditions under five measurement distance conditions and 30 image
processing combinations is shown in the flowchart in Figure 4.
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Figure 4. Flowchart of optimal image processing for feature point detection according to color and
image correction.

3. Results and Discussion
3.1. Color Model Conversion and Histogram Analysis of Bee and Bee Mite Image

To identify the optimal color model for detecting honeybee and bee mite keypoints,
RGB images were converted into four color models (Gray, HSV, Lab, and YCrCb). The image
and histogram analyses of the original RGB image and the converted color models are
shown in Figure 5. The average intensity of the 13 images for each color model was used
for histogram analysis.

The measured image data exhibited values in the range 0-255. The RGB color model
analysis showed that values 0-2 were not present in the R and G channels, and values
0-1 were not present in the B channel. In addition, the values 197-255 for G and those for
181-255 for B were not present. In the HSV color model, values 179-255 in the H channel,
224-255 in the S channel, and 0-3 in the V channel were not present.

In the LAB, the distribution was skewed toward values between 120 and 135 in
channels A and B, with no values between 0 and 1 and 200 and 255 in channel L; 0 and
105 and 159 and 255 in channel A; and 0 and 78 and 166 and 255 in channel B. YCrCb had
a distribution in which the frequencies of the Cr and Cb channels were clustered around
values between 120 and 135, with 0-2 and 192-255 for the Y channel; 0-98 and 155-255 for
the Cr channel; and 0-99 and 173-255 for the Cb channel. The single-channel color model,
gray, had no values between 0 and 2 and 192 and 255.

The distribution of the color values tended to be skewed toward some specific values
rather than the full range, and some values were empty. Therefore, normalization was
required to ensure that the color component values were evenly distributed over the range
of 0-255.
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Figure 5. Average histogram of each channel by color models: (a) RGB, (b) HSV, (c) Lab, (d) YCrCb,
and (e) Gray.

3.2. Histogram Normalization and Equalization for Bee and Bee Mite Image

Honeybee and bee mite images were subjected to histogram normalization and equal-
ization. After image processing, each beekeeping image was converted into 30 images,
including the original image. As shown in Figure 6, when histogram normalization was
applied, the pixel values were distributed in the range 0255 and the contrast was improved.

Figure 6. Histogram equalization processing image: (a) original, (b) GHE, (c¢) CLAHE, (d) normalized
image, (e) normalized GHE, and (f) normalized CLAHE.
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The normalization algorithm required the maximum and minimum values of the data
(Equation (1)). If the measured data possessed values in the range 0-255, the normalization
algorithm might not work correctly. Figure 7 shows the normal and abnormal operations
of histogram normalization. If the values at either end of the distribution are 0 or 255,
the normalization algorithm will not work properly, and contrast improvement cannot
be expected.

400,000 400,000 1,200,000 1,200,000
1,000,000 1,000,000
300,000 300,000
800,000 800,000
200,000 200,000 600,000 600,000
400,000 400,000
100,000 100,000
200,000 D 200,000 D
0 0 0 : 0 J
0 50 100 150 200 250 0 50 100 150 200 250 0 50 100 150 200 250 0 50 100 150 200 250

Figure 7. (a) Normal operation and (b) abnormal operation of histogram normalization processing.
When values existed between 0 and 255, as in (b), histogram normalization did not work properly.

As shown in Figure 8, histogram equalization resulted in a relative improvement in
the contrast compared to the original. The equalization of the entire basis and CLAHE
yielded different results. The CLAHE method divides an image into grids and equalizes
each grid. This enhances the unique color of bees and cells. However, global equalization
is applied according to the entire image, which further improves the overall brightness.

Figure 8. Histogram equalization processing image: (a) original, (b) CLAHE, and (c) GHE. The red
boxes in each image represented bees infected with bee mite.

3.3. Detection of Keypoints in Bee and Bee Mite Image

The ORB was applied to the beekeeping images in 150 different cases to detect the
keypoints. The results showed that most keypoints were detected at a shooting distance of
300 mm. The number of keypoints tended to decrease as the shooting distance increased
(Figure 9). These results suggest that resolution-dependent measurement distances should
be considered when recognizing bees using images.
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Figure 9. Number of average keypoints of bees for each imaging distance in original and each color
model image.

The numbers of keypoints detected were compared using a color model. The average
number of detected keypoints in RGB and Gray were 152 and 155, and the mean error rate
and standard deviation were 1.03% and 1.39%, respectively. Similar performance results
were obtained, but the Gray model required a color model conversion from the original
data.

In the case of the YCrCb and Lab color models, up to four features were detected in
the images that were measured at a distance of 300 mm, with average detection frequency
of one and two. Therefore, it is not ideal to use the color models Lab and YCrCb to analyze
bees and bee mites.

The HSV color model detected the most keypoints at all measurement distances.
However, for HSV, the detected keypoints were often not located in the bee or bee mite
zones (Figure 10b). An increase in non-object keypoints may result in a decrease in the
matching rate of the bee mites. The keypoints for object recognition must be used accurately
as matching points, otherwise inaccurate recognition may occur. Based on the comparison
of the keypoint detection of five different color models (RGB, HSV, Lab, YCrCb, and Gray),
we determined that the RGB color model was suitable for beekeeping monitoring.

The average keypoint detection performance increased by 44%, from 278 to 398, using
the normalization algorithm (Table 2). Among the GHE and CLAHE methods used for
equalization, a higher number of keypoints was detected using GHE. However, the GHE-
detected keypoints were not specific to bees and bee mites (Figure 10). Therefore, CLAHE
is more suitable than GHE as an image-processing method for bee-monitoring data.

Table 2. Average number of keypoints of the RGB image according to imaging distance and image

processing.

300 mm 500 mm 700 mm 900 mm 1100 mm

Original 67 21 2 1 0

Normalization 276 50 30 12 1

GHE 456 93 50 31 1

CLAHE 502 105 34 24 1

Normalization and GHE 456 93 50 31 1

Normalization and CLAHE 758 129 66 37 2
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Figure 10. Keypoint detection images for original images of four color models (RGB (al), HSV (b1),
Lab (c1), Gray (d1)), GHE processed image (a2—-d2), and CLAHE processed image (a3-d3).

Based on the original data, an average of two keypoints was detected at a shooting
distance of 700 mm, an average of one keypoint at 900 mm, and zero keypoints at 1100 mm.
Compared with the 300-mm image data, the number of keypoints detected at a distance of
500 mm was reduced by 69%, from 67 to 21. For images with measurement distances of 700,
900, and 1100 mm, the detection performance decreased by 97%, 99%, and 100%, respectively,
compared to the 300-mm image. In particular, the images measured at a distance of 1100 mm
with only one or two keypoints were detected even after image processing. Images measured
at distances greater than 1100 mm were not available for analysis.

The keypoint detection performances were compared by applying 30 image-processing
methods. Histogram normalization and equalization can help improve the image contrast
and subsequently increase the number of keypoints. However, normalization may or may not
be applicable depending on the histogram distribution, and, thus, equalization should also
be applied. Consequently, the optimal image processing conditions were the application of
histogram normalization and histogram equalization (CLAHE) to the RGB color model.
The RGB color model can be effective for analysis because it can represent the reddish
brown of bee mite more effectively than other color models.

3.4. Validation and Histogram Analysis Based on Optimal Image Processing

To verify the performance of the optimal image-processing conditions, the frequency
of the keypoints was analyzed. Performance was validated using a bee image that was cap-
tured at a distance of 300 mm. When normalization was applied, the distribution of pixels
was split between 0 and 255 and the number of keypoints increased by 399% (Figure 11b).
Equalization improved the number of keypoints by 269% over the normalized data by
spreading out the distributions concentrated on a few values (Figure 11c). By integrating
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an RGB color model, normalization, and equalization (CLAHE) to bee and bee mite images,
the quality was enhanced considerably. The processed images contained more keypoints.
This image-processing method improved the recognition rate of honeybees and mites.
Image processing methods that affect an image locally were more effective than methods
that affect the entire image. Image processing to homogenize an image to distinguish
objects sharpened the image. Objects in images with increased sharpness have more points
that are distinct (darker or lighter) from their surroundings, and the frequency of feature
points may increase.
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Figure 11. Histogram distribution change original image (a), after histogram normalization (b),
and normalization with CLAHE (c). Red, green, and blue lines represent the red, green, and blue
conponent of the RGB channels, respectively.

3.5. Analyzing Frequency of Keypoints in Bee Mite

The average values of the numbers of keypoints in the original and processed images
are shown in Figure 12. When image processing was applied to the data that were measured
at a distance of 300 mm, the number of keypoints was the highest, with an average of 31 in
the bee mite area. This was approximately 340% higher than the frequency before image
processing was applied. Through optimal image processing, 500 mm, 700 mm, and 900 mm
data showed an increase of 380%, 1733%, and 2400% in keypoints, respectively, for bee
mites. The data measured at a distance of 1100 mm did not detect any keypoints in the mite
area. Among beekeeping objects, such as bees, queens, and workers, the bee mite belongs
to the small scale. Therefore, the increase in keypoints of bee mites was noteworthy. This
may be a clue to solving the problem of simultaneous recognition of small and large objects.
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Figure 12. Number of average keypoints of bee mites for each image measurement distance in original
image and image processed with histogram normalization and histogram equalization (CLAHE). The
numbers above the bars were the average of keypoints.

3.6. Bee Mite Image Matching Results—Comparison of Top Ten Matching Objects

We checked whether the optimal image processing method could improve bee mite
detection performance. The image matching with the coordinates of the bee mite was used
for verification.

Image matching was used for the bee mite region. If the matching point was not
correct, it was judged as an abnormal match (Figure 13).

(a)

Figure 13. Normal and abnormal matching points in image matching between bee (left) and bee mite
(right): (a) source image and (b) matching result. Each line connects the matched keypoints. The
lines provide a visual representation of the normal and abnormal match between the bee mite on the
bee and the bee mite image.
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The original data measured at a distance of 300 mm could not generate 10 matching
objects, in accordance with the image. Abnormal matches were 3.7 (50%) based on an
average of 7.4 matching objects. Given image processing, the top ten matching objects
were generated from all images. For the processed images, an average of 3.7 (38%) abnor-
mal matches were obtained in the top ten matching objects. Thus, through optimal image
processing, the matching performance could be improved by 12% based on images with a
measurement distance of 300 mm (Figure 14).
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Figure 14. Normal matching result of bee mite of image data measured at distances of 300 and
500 mm.

For the data measured at a distance of 500 mm, cases were present that produced
fewer than 10 matching objects for each image. On average, 1.5 (64%) of the abnormal
matchings were found in the 2.3 matching objects. Even with image processing, an image
with a distance of 500 mm generated fewer than ten matching objects. Image processing
increased the average number of matching objects to 4.9 but resulted in abnormal matching
of 4.6 (94.4%). In other words, for a beecomb RGB image in a case where the measurement
distance is longer than 500 mm, the bee mite-matching performance may be degraded.

For the images that were measured at distances greater than 700 mm, the object
matching algorithm did not work regardless of the image processing. Given a camera with
a resolution of 2048 x 1536, bee mite RGB data measured at a distance greater than 700 mm
could not be used for image matching.

4. Conclusions

Bee mites cause more economic damage than other honeybee pests and diseases. Bee
mites are small and reddish-brown in color, making it difficult to distinguish them from
bees when attached to them. This has generated the need for technology that can objectively
and quickly test for Varroa mite outbreaks. Image-based analytics, such as object detection,
possess the potential to recognize bee mites. However, their small size and protective color
may be a problem for computer vision systems.

Therefore, in this study, we applied image processing, keypoint detection, and image
matching algorithms to images of bees and bee mites to improve the matching rate of bee
mites. The frequency and location of the keypoints were analyzed and the quality of the
matched objects was evaluated accordingly.

The analysis results for 30 combinations of image processing methods, including color
model conversion, histogram normalization, histogram equalization, and five measurement
distances, are as follows: applying normalization and equalization (CLAHE) based on
the RGB color model to bee and bee mite images resulted in better keypoint detection by
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reinforcing the image quality. The effectiveness of the optimal image processing method
was observed through the data that were measured at 300 mm of the 300-1100 mm measure-
ment distance, with improved keypoint detection and matching performance. Regardless
of image processing, it was difficult to match images to bee mites at the measurement
distance of 700 mm or more. At measurement distances of 500 mm, image matching of bee
mite images was possible, but with a high mismatch rate.

The improved matching quality can lead to improved detection performance of deep
learning-based algorithms. The optimal image processing method and measurement
distance for identifying bee mites can be used to simultaneously detect beekeeping objects
with different sizes and shapes. The results of this study can be used as basic supporting
data for recognizing bee mites, which are small objects, and bees, which are relatively
large objects. In future research, we would like to apply this image processing condition
to deep learning-based object detection to develop a model for identifying bee mites and
beekeeping objects, such as bee, larva, cell, egg.
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