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Abstract

:

In the context of addressing the challenge posed by limited fault samples in agricultural machinery rolling bearings, especially when early fault characteristics are subtle, this study introduces a novel approach. The proposed multi-domain fault diagnosis method, anchored in data augmentation, aims to discern early faults in agricultural machinery rolling bearings, particularly within an imbalanced sample framework. The methodology involves determining early fault signals throughout the life cycle, constructing early fault datasets with varying imbalance rates for different fault types, and subsequently employing the Synthetic Minority Oversampling Technique (SMOTE) to balance the fault data. The study then extracts relative wavelet packet energy and time-domain sensitive features (variance, peak to peak) from the original and generated fault data to form a multi-domain fault feature vector. This vector is utilized for fault state recognition using a Support Vector Machine (SVM). Evaluation metrics such as accuracy, recall, and F1 values assess the recognition effectiveness for each rolling bearing state, with the overall model recognition evaluated based on accuracy. The proposed method is rigorously analyzed and validated using the XJTU-SY rolling bearing accelerated life test dataset. Comparative analysis is conducted with non-data enhanced fault feature vectors, specifically the relative energy of the wavelet packet, both with and without time-domain features. Experimental results underscore the superior performance of multi-domain fault features in providing a comprehensive description of signal information, leading to enhanced classification performance. Furthermore, the study demonstrates improved classification accuracy and recall rates for the balanced dataset compared to the imbalanced dataset. This research significantly contributes to an effective identification method for the early fault diagnosis of small sample rolling bearings in agricultural machinery.
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1. Introduction


In the 21st century, global concerns over food security and environmental preservation have escalated. Agricultural mechanization, integral to the entire production process, ensures the production of high-quality food [1]. Notably, during grain production and harvesting, agricultural machinery operates at high intensity, posing potential health risks [2]. Machinery reliability issues not only result in a decline in production efficiency but also pose significant safety hazards, putting agricultural practitioners at potential risk. Through thorough and extensive research, it has been revealed that injuries caused by agricultural machinery are widespread [3]. The consistently high rates of injuries in agricultural activities are a matter of global concern [4]. In this context, acquiring a deeper understanding of the inherent threats posed by mechanical reliability issues in agricultural machinery is imperative. This understanding serves as a crucial foundation for ensuring that agricultural activities are not only efficient but, more importantly, safe for those involved. Consequently, the field of agricultural machinery fault diagnosis is gaining heightened attention [5]. Bearings, as extensively used components in agricultural machinery, face challenges due to their intricate working conditions, often leading to damage [6]. Furthermore, the early fault signals of rolling bearings exhibit a low signal-to-noise ratio, with weak fault characteristics. Neglecting timely detection of early bearing faults can result in substantial losses and, in severe cases, even casualties [7]. Therefore, the prompt diagnosis of bearing faults holds paramount importance in ensuring the efficient operation of agricultural machinery equipment.



The prevailing methods for diagnosing faults in agricultural machinery predominantly rely on balanced datasets. The key procedures involve extracting signal features—encompassing time-domain, frequency-domain, and time-frequency domain features—selecting suitable classifier algorithms to categorize these features, and ultimately diagnosing the operational status of the equipment. In a study by Li et al. [8], permutation entropy (PE) was employed for feature extraction, and vector machines and random forest classification models were utilized for recognizing tractor statuses. Zhao et al. [9] proposed a fault diagnosis method for green feed corn harvester headers, combining the response surface method with artificial neural networks. Extensive research has been dedicated to fault diagnosis within the agricultural domain. Choe et al. [10] devised and implemented a system leveraging recurrent neural network algorithms to detect and predict abnormal data. They incorporated ontology technology for fault diagnosis, aiming to prevent potential farm damage caused by errors, malfunctions, and aging-related downtime. Liu et al. [11] introduced a fault diagnosis method based on Time Association Rule Mining (TARM) to identify clogging faults in threshing drums. Wang et al. [12] employed BP neural networks and convolutional neural networks for fault diagnosis of HMCVT hydraulic systems, offering valuable insights into the reliability of hydraulic CVT shifting. In a distinctive approach, Hao et al. [13] established a vibration system model for the threshing drum. They conducted vibration signal testing on the slipping and blockage of the threshing drum under belt transmission mode using a multi-stage threshing drum vibration test bench. The research outcomes disclosed the vibration characteristics of the threshing drum under various abnormal working conditions, serving as a theoretical foundation for combine harvester threshing drum fault diagnosis. Despite the extensive research, it is noteworthy that the current landscape lacks substantial exploration in small sample data and early fault diagnosis.



In practical applications, the abundance of normal data far exceeds that of fault data, leading to imbalanced datasets [14]. Applying methods designed for balanced datasets to imbalanced ones often yields high recognition rates for normal samples but struggles with recognizing minority classes, particularly fault samples [15]. Given the significance of effectively identifying fault samples in fault diagnosis, enhancing the classification accuracy of these samples has become a key focus in current research [16]. Current efforts in fault diagnosis of imbalanced data primarily center around two aspects [17]:



(1) Improving Classification Algorithms: Cost-sensitive methods bias classifiers toward minority classes, prioritizing effective identification of fault samples.



Ensemble classification methods integrate results from multiple weak classifiers, aiming to achieve high classification accuracy by leveraging diverse perspectives.



(2) Data Preprocessing: Sampling methods and adversarial networks are employed in data preprocessing to balance minority and majority class data, addressing the challenges posed by imbalanced datasets.



In the realm of enhancing classification algorithms, the challenge lies in appropriately assigning weights to different sample types, making data preprocessing a more prevalent focus in most studies [18]. One notable technique in this domain is the Synthetic Minority Oversampling Technique (SMOTE), introduced by Chawla et al. [19]. SMOTE aims to address imbalances by oversampling minority samples. For instance, Fan Yuqiang et al. successfully employed SMOTE to balance fault samples in chillers, enabling a model initially designed for diagnosing faults in centrifugal chillers to effectively diagnose faults in screw chillers. Another approach, as demonstrated by Qi et al. [20], involved using a combination of the Tomek link removal algorithm and SMOTE to augment the number of minority class samples. This strategy proved effective in diagnosing transformer faults using a BP neural network.



Building upon the insights discussed earlier, this article introduces a novel approach for early fault diagnosis of multi-domain rolling bearings, leveraging the power of data augmentation. The proposed method follows a three-step process: (1) Data augmentation using SMOTE: Employing the Synthetic Minority Oversampling Technique (SMOTE) to augment early fault data in rolling bearings under fault conditions. This step aims to rebalance the imbalanced dataset, transforming it into a more equitable and representative balanced dataset. (2) Feature extraction: Extracting fault feature vectors from the balanced dataset by capturing both relative wavelet packet energy and time-domain features. These feature vectors serve as crucial indicators for the early fault diagnosis of rolling bearings. (3) Classification using SVM: Utilizing the SVM classifier to categorize the proposed fault feature vectors, enabling an effective and accurate diagnosis of early faults in rolling bearings.



Experimental results from comparative analyses demonstrate the effectiveness and superiority of the proposed method for the early fault diagnosis of rolling bearings, particularly when dealing with unbalanced data. This innovative approach holds promise for enhancing the reliability and efficiency of fault diagnosis in multi-domain rolling bearings. Furthermore, this research zeroes in on small sample data and early fault diagnosis—areas seldom explored in other studies on agricultural machinery failures. Nevertheless, this research holds substantial practical value for agricultural equipment. Given the scarcity of data on mechanical failures, an early diagnosis of faults can prove instrumental in mitigating potential losses.




2. Basic Principles


2.1. Basic Principles of SMOTE


SMOTE, an advanced algorithm building upon Random Oversampling (ROS), distinguishes itself by addressing the limitations of ROS. While ROS simply replicates minority class samples for data augmentation, SMOTE takes a more sophisticated approach. It inserts new sample points between existing minority class samples and their adjacent points, effectively mitigating the overfitting issues associated with ROS. This innovative technique seamlessly integrates synthesized minority class data with the original dataset, creating a more robust set of faulty data.



The procedural steps of the SMOTE algorithm are as follows:




	(1)

	
Distance Calculation:









Utilizing Euclidean distance as the metric, calculate the distance from each sample point in the minority class to other points within the minority class dataset. Identify the k-nearest neighbors for each sample.



	(2)

	
Sampling Rate Determination:







Establishing the sampling rate for the minority class based on the imbalance rate of the samples. Randomly selecting several samples from the k-nearest neighbors of each minority class sample.



	(3)

	
New Sample Generation:







Generating a new sample point for the neighboring samples of each sample point, according to the specified equation. This process contributes to the creation of a more diverse and balanced dataset for improved model training and performance.


   x  n e w   = x + r a n d ( 0 , 1 ) (  x j  − x )  



(1)







In this context, where x represents a sample point in the imbalanced fault dataset, and xj is the jth neighboring sample of x (with j taking values of 0, 1,…, N), the SMOTE algorithm generates a new sample point xnew through oversampling. The generation process is determined by a randomly generated number, Rand(0,1), falling between 0 and 1. The final step involves merging the newly generated minority class sample set with the original imbalanced dataset. This integration results in the creation of a balanced dataset, ensuring a more equitable representation of both minority and majority class samples.




2.2. Relative Wavelet Packet Energy


Wavelet packet decomposition is characterized by its excellent time-frequency characteristics, enabling the simultaneous decomposition of both high-frequency and low-frequency components within a signal. This feature enhances the signal’s overall time-frequency analysis capability. Using the example of a three-layer wavelet packet decomposition, Figure 1 illustrates the structural diagram depicting the decomposition of the original signal through wavelet packet analysis. This method provides a comprehensive view of the signal’s frequency components at different scales, contributing to a more detailed and nuanced analysis.



In the figure, the notation is as follows: L represents the low-frequency component, H represents the high-frequency component, and 1, 2, and 3 represent the components obtained from the 1st, 2nd, and 3rd decomposition, respectively.



When applying the N-layer wavelet packet decomposition to the signal for processing, it yields 2N components. The energy of each component obtained in this decomposition is:


   E j  =   ∑ k     |   C j  ( k )  |  2     



(2)







Among them,   j = 0 , 1 , ⋯ ,  2 N  − 1  ,    C j  ( k )   is the k-th wavelet packet coefficient corresponding to the j-th component after wavelet packet decomposition.



The total energy E1 of each component under the decomposition of this layer is obtained as follows:


   E 1  =  ∑   E j     



(3)







Finally, the relative wavelet packet energy    ρ j    of each component is obtained as:


   ρ j  =    E j     E 1     



(4)








2.3. Evaluation Indicators


Fault diagnosis in imbalanced datasets fundamentally involves the classification of such imbalanced data [21]. In practical engineering applications, the emphasis on the accurate diagnosis of minority class samples surpasses that of majority class samples [22]. Consequently, this article places primary focus on the classification performance of classifiers concerning minority classes, with overall classification performance considered subsequently.



In fault diagnosis on balanced datasets, fault accuracy typically serves as the evaluation metric. However, in imbalanced datasets, where the proportion of minority class samples is small, its impact on the overall recognition rate is limited. Consequently, relying solely on recognition rate is deemed unreasonable for assessing diagnostic model performance. Drawing inspiration from references [1,18,22], this article adopts a multi-classification evaluation index based on the confusion matrix. The chosen classifier evaluation metrics include precision, recall, and F1 score for assessing the classification performance of minority class samples. Additionally, the recognition rate is employed to gauge the overall classification performance of the classifier. Equations (5)–(8) outline the corresponding calculation formulas for these indicators.


  p r e c i s i o n =   T P   T P + F P    



(5)






  r e c a l l =   T P   T P + F N    



(6)






  F 1 =  2   1  p r e c i s i o n   +  1  r e c a l l     =   2 × p r e c i s i o n × r e c a l l   p r e c i s i o n + r e c a l l    



(7)






  a c c u r a c y =   T P + T N   T P + T N + F N + F P    



(8)







In this context, the evaluation metrics for classifier performance are defined as follows: TP (True Positive) signifies the number of correctly recognized minority class samples, FP (False Positive) indicates the number of samples that mistakenly identify the majority class as the minority class, FN (False Negative) represents the number of samples that erroneously identify minority classes as majority classes, and TN (True Negative) denotes the number of correctly identified majority class samples. These metrics serve as crucial elements in assessing the effectiveness of classifiers, particularly in the context of imbalanced datasets.





3. Advanced Early Fault Diagnosis Method for Agricultural Machinery Rolling Bearings


This article introduces a novel early fault diagnosis method for rolling bearings utilizing data augmentation. The accompanying Figure 2 illustrates the comprehensive flowchart of this innovative approach, which involves the following specific steps:



(1) Identify early fault signals from vibration signals spanning the entire life cycle of rolling bearings.



(2) Establish imbalanced datasets representing various fault types with distinct imbalanced rates (Q), as Table 1 outlines. The number of sample groups for normal data is set at 200.


  Q =  F M   



(9)







In this context, F represents the number of groups containing faulty samples, while M represents the number of groups comprising normal samples.



(3) Employ SMOTE to rectify the imbalance within the constructed dataset.



(4) Extract essential time-domain features, such as peak and variance, alongside relative wavelet packet energy from the now balanced dataset as fault feature vectors.



(5) Split the fault feature vectors obtained in (4) into two sets: 50% for training the SVM model and the remaining 50% for testing. Finally, output the operational status of rolling bearings based on the test set data. This step ensures a comprehensive evaluation of the proposed method’s efficacy in diagnosing early faults in rolling bearings.




4. Experimental Platform and Experimental Analysis


4.1. Experimental Platform


To confirm the efficacy of this study’s proposed method for early fault diagnosis of rolling bearings with unbalanced datasets, this section discusses the rolling bearing full life cycle dataset collected in the literature [23] for verification and elucidation. The platform enables the collection of comprehensive monitoring data throughout the entire life cycle of the test bearings. Figure 3 illustrates the composition of the experimental setup. The platform comprises AC motors, motor speed controllers, rotating shafts, support bearings, hydraulic loading systems, and test bearings. It is designed for conducting accelerated life tests on various rolling or sliding bearings under diverse working conditions, allowing for comprehensive monitoring of the test bearings’ complete life cycle data. The adjustable working parameters of the test platform primarily encompass radial force and rotational speed. The hydraulic loading system generates radial force, applying it to the bearing seat of the test bearing. Meanwhile, the rotational speed is precisely set and adjusted through the AC motor’s rotational speed controller. The experiment’s sampling frequency was 25.6 KHZ, with a 1 min sampling interval; each sampling lasted 1.28 s.



Table 2 outlines the details of the data used in this experiment. The early fault signal was selected from the initial fault signal of the dataset in Table 2. The rolling bearing’s normal operation data were extracted from the Bearing2_1 dataset, encompassing six operating states. Figure 4 illustrates the test bearings’ diverse health states, providing specific details for each fault.



In the pursuit of thorough data analysis, Figure 5 attempts to depict the time-domain signals associated with the six states of the bearing.



Figure 5 reveals subtle changes in the time-domain indicator waveform diagrams between the bearing damage state and the bearing normal state. Despite these changes, the contrast may not be immediately evident. To enhance signal differentiation, the approach of segmenting every 4096 data points from the collected time-domain vibration signals has been employed. Figure 6 illustrates the extraction of 10 features, including variance, peak value, and wavelet packet energy from these segments for a more nuanced analysis.



In Figure 6, the distinctive distribution of vibration signal characteristics for a faulty bearing is clearly discernible compared to the characteristic distribution of the normal state. Moreover, notable differences exist among the characteristics of various fault groups, primarily attributed to variations in the degree of fault at each point. While the 10 characteristics provide an initial understanding of the relationship with bearing failure, determining the specific type of vibration bearing failure requires further identification. The utilization of an SVM model becomes imperative for a more precise classification in this regard.



The model was trained on an 11th Gen Intel(R) Core(TM) i7-11800H@2.30 GHz with 16 GB of memory, using Matlab R2020a as the training software. The SVM model parameters were configured as follows: SVM type (s) is set to 0 (C-SVC), kernel type (t) is set to 0 (linear), and other parameters are left at their default values. Training samples were input into the SVM model for training, resulting in the acquisition of a trained SVM model. Subsequently, test samples were input into the trained SVM model to obtain recognition results. Correct identification is determined when the actual label output by the model matches the predicted label for the same sample; otherwise, the identification is deemed unsuccessful.




4.2. Refinement of Experimental Data Processing and Visualization Analysis


Referring to reference [24], this study determines the time of occurrence of faults in the dataset provided in Table 2. Subsequently, an early fault imbalance dataset for rolling bearings is constructed based on various imbalanced rates (Q) corresponding to different types of faults.



Acknowledging the inevitable presence of noise signals during data collection in real-world working environments, this study introduces Gaussian white noise (with a signal-to-noise ratio of 3 dB) to the original dataset to simulate environmental noise. All subsequent data processing is conducted on the dataset post noise addition.



Leveraging the desirable regularity and orthogonality of the Daubchies wavelet basis, particularly the db10 wavelet basis, a three-layer wavelet packet decomposition is applied to the signal. This decomposition helps calculate the relative wavelet packet energy for each frequency band, enhancing the feature extraction process. Concurrently, time-domain features are extracted from the balanced dataset. Notably, this article carefully selects peak-to-peak and variance as sensitive time-domain indicators due to their distinct significance and minimal overlap in representation.



Combining the relative wavelet packet energy and the selected time-domain features yields fault feature vectors. To visualize the effectiveness of the proposed model, these extracted fault feature vectors undergo dimensionality reduction to a two-dimensional plane using the T-distribution Random Adjacency Embedding (t-SNE) algorithm. Model comparisons are conducted by representing non-data-enhanced fault feature vectors using relative wavelet packet energy (Model 1), a combination of relative wavelet packet energy and time-domain features (Model 2), and t-SNE dimensionality-reduced fault feature vectors after data augmentation (Model 3). Figure 5 depicts the t-SNE visualization of fault features across the four models, providing a comprehensive view of the model’s effectiveness.



The t-SNE visualization in Figure 7 offers insights into the fault characteristics of the four models:



Model 1, focusing solely on relative wavelet packet energy, exhibits a chaotic distribution of fault characteristics. Close distances or overlaps between different state data (normal, inner race fault, out race fault, and cage fault) make fault diagnosis challenging.



Model 2, incorporating both relative wavelet packet energy and time-domain features, shows a dense distribution in the feature visualization graph. Clear interclass distances between normal and fault class data enable effective distinction, though inner race faults are obscured by other fault types.



Model 3, with balanced data representation, improves interclass distances for specific fault states (inner race fault 1, out race fault, and out race fault 1). However, there is some overlap and smaller distances between normal, inner race fault, and cage fault characteristics, impacting optimal distinction.



In Model 4, the proposed model, fault characteristics of various rolling bearing states are clustered into one or more blocks with dense intra-class distribution. Nonetheless, challenges persist in distinguishing some inner race faults and cage faults with small interclass distances, indicating the need for further research to enhance distinguishability in these cases.




4.3. Analysis of Results


Section 4.2 employs the proposed fault characteristics to conduct a visual analysis of the model suggested in this article and other models. This section delves into a thorough analysis of the model’s effectiveness, particularly from the perspective of pattern recognition.



The process involves randomly selecting 50% of the fault feature data extracted in Section 4.2 to train the SVM classification model, with the remaining 50% utilized for testing. To ensure result reliability and mitigate the impact of chance, this verification process is repeated 10 times. The final evaluation index is derived from the average of these 10 runs for comprehensive comparison. Figure 6 presents the confusion matrix diagrams obtained by the four models during any one of these runs. In Figure 8, the numerical labels ‘0 to 5’ correspond to the following categories: normal, inner race, out race, cage, inner race 1, and out race 1.



The examination of Figure 8 provides a nuanced understanding of the performance disparities among the four models:



Model 1 exhibits notable limitations, correctly identifying only normal data and one specific fault type. All other fault types consistently receive incorrect classifications. Model 2 represents an improvement in fault identification rates. While overall identification has enhanced, challenges persist in accurately identifying inner race faults, leading to consistent misclassifications. Model 3 showcases a commendable ability to identify all fault types, achieving recall rates above 86%. However, a decline in the recall rate for normal data introduces some misclassifications. Model 4, the proposed model, stands out with superior performance, achieving recall rates exceeding 90% for various states of rolling bearings. This model excels in accurately identifying most faults, resulting in the highest overall recognition rate.



Further scrutiny of the confusion matrix for Model 4 reveals high accuracy in the normal category, correctly classifying 99 samples and misclassifying only 1 as a cage failure. In the inner race fault category, accuracy slightly diminishes, with 90 samples correctly classified and 5 misclassified as other categories. Notably, Model 4 demonstrates impeccable accuracy in the inner race fault 1, out race fault, and out race fault 1 categories, correctly classifying all samples. In the cage fault category, high accuracy persists, with 93 samples correctly classified and 10 misclassified as inner race faults. Despite these achievements, some confusion remains in the inner race fault category.



To offer a comprehensive perspective, a line chart in Figure 9 meticulously presents the average precision rate, recall rate, F1 value, and overall recognition rate for each state of the rolling bearing across the four models.



Figure 9 encapsulates the results of a comprehensive analysis conducted in this study, evaluating the classification performance under various conditions. The assessment encompasses precision value, recall value, F1 value, and the average recognition rates across 10 runs. The experiment spans diverse fault types, including normal, inner race fault, inner race fault 1, out race fault, out race fault 1, and cage. Additionally, considerations extend to both balanced and unbalanced datasets, incorporating feature extraction with and without the utilization of time-domain methods.



The results reveal notable variations in precision values under different conditions. When balancing with and without the inclusion of time domain, the model exhibits relatively high precision, demonstrating a robust ability to accurately predict positive samples. However, in scenarios involving imbalance with and without time domain, the precision value diminishes, potentially leading to misclassification due to the model’s challenges in processing imbalanced categories and features.



Examining recall values across conditions, the model performs exceptionally well in scenarios of balancing with and without time domain, showcasing higher recall values that enable the capture of more positive samples. Conversely, in cases of imbalance with and without time domain, the recall value is lower, indicating the model’s weaker ability to classify certain fault types. The amalgamation of F1 values, precision, and recall further elucidates the performance picture. Balancing with and without time domain yields higher F1 values, showcasing commendable performance concerning accuracy and recall rate. However, scenarios involving imbalance with and without time domain exhibit lower F1 values, signifying a need for improvement in classification performance.



Additionally, a comprehensive analysis of the average recognition rate over 10 runs is undertaken to assess the model’s stability. Balancing with and without time domain reveals a higher recognition rate, indicating superior stability. Conversely, in scenarios involving imbalance with and without time domain, the recognition rate is lower, suggesting potential instability influenced by data imbalance and feature differences. Addressing these factors may contribute to enhancing the overall stability of the model.



In conclusion, a thorough analysis of the experimental results, encompassing precision value, recall value, F1 value, and the average recognition rates over 10 runs, underscores several key observations. Firstly, the extraction of multi-domain fault features outperforms single-domain fault features, offering a more comprehensive and thorough analysis of signal information. This, in turn, leads to a more effective classification outcome. Moreover, comparing the fault diagnosis performance of the model under balanced and imbalanced data conditions reveals a substantial improvement in classification precision and recall rates when employing a balanced dataset. In scenarios of data imbalance, the SVM classifier tends to prioritize the majority class, potentially misclassifying the minority class as the majority class to achieve a higher overall recognition rate. The introduction of data balancing mitigates this issue, resulting in a more accurate and reliable fault diagnosis.




4.4. Discussion


4.4.1. Comparison of Different Models


To highlight the effectiveness of our proposed method in the article, we will conduct a comprehensive comparison between two distinct data scenarios. The first approach involves balancing the dataset, employing training techniques with both back propagation (BP) neural networks and convolutional neural networks (CNN). On the input side, BP utilizes a blend of multi-scale permutation entropy (MPE), particle swarm optimization (PSO), and complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) to extract essential features. Notably, the parameters for MPE are fixed at m = 6, s = 12, t = 1. In the case of POS + MPE, optimization through particle swarm optimization determines the values of m, s, and t. CEEMDAN plays a crucial role in noise reduction, and CNN leverages the denoised data from CEEMDAN as its input.



The second data scenario involves an imbalanced dataset, which we address by implementing techniques to balance the datasets—specifically, SMOTE + CNN and SMOTE + SVM. Table 3 meticulously presents the accuracy of each method, offering a lucid and concise overview of their respective performances.



Examining Table 3, it is evident that the methodology proposed in this article surpasses BP by over 7% in accuracy, underscoring the superiority of the featured extraction method. Noteworthy is the substantial performance enhancement compared to the balanced dataset, while the variance with CNN is negligible. This underscores SMOTE + SVM’s remarkable adaptability in addressing class imbalance, placing it on par with CNN in terms of performance.



Crucially, CNN’s commendable accuracy is offset by its relatively prolonged training time—a factor demanding careful consideration. In this regard, SMOTE + SVM shines, efficiently completing training without compromising accuracy. This renders it a more appealing choice for practical applications.



In the holistic evaluation of both accuracy and training efficiency, SMOTE + SVM emerges as a comprehensive and effective solution. When tackling imbalanced data, its overall efficacy positions it as a highly anticipated methodology, warranting further in-depth exploration and practical implementation.




4.4.2. Comparison with Other Studies on Similar Topics


To assess the efficacy of the proposed method for diagnosing faults in agricultural machinery, this study conducts a comparative analysis with various research methodologies. In reference [25], the focus lies on unveiling structural defects in the cleaning screen of a track-type combine harvester through durability testing and analysis of vibration and strain signals. While significant for enhancing the cleaning screen’s service life, this study exclusively explores vibration signals without delving into a comprehensive analysis. In reference [26], a fault diagnosis method utilizing composite scale variable dispersion entropy (CSvDE) and self-optimization variational mode decomposition (SoVMD) is presented, showcasing superiority in balancing datasets but lacking applicability to small sample data. Moving on to reference [27], DDS Adash software is employed for signal processing, utilizing the Demodulation Fast Fourier Transform (FFT) root mean square (RMS) method and the DDS Adash Fault Source Identification Tool (FASIT) technique. However, this method falls short in early fault diagnosis of bearings. Reference [28] introduces the refined composite multiscale sample entropy (RCmvMSE) into fault extraction for rolling bearings. While exhibiting advantages, existing methods in the literature face limitations in their applicability to imbalanced datasets and early fault diagnosis.



In summary, the proposed method not only accurately identifies faults in agricultural machinery but also addresses the challenges of small sample data and early fault diagnosis, setting it apart from other methodologies. The significance of handling small sample data is crucial for practical applications, particularly given the scarcity of fault data compared to normal data in bearings. Moreover, early fault diagnosis proves pivotal in minimizing losses and hazards. Consequently, the proposed method demonstrates clear superiority in its comprehensive approach.






5. Conclusions


In response to the inherent challenge of data imbalance between fault and normal data in real-world operational settings, this paper introduces a multi-domain early fault diagnosis method for rolling bearings based on data augmentation. The approach is validated using early fault data pairs extracted from the comprehensive life cycle dataset of rolling bearings at Xi’an Jiaotong University.



The study reveals noteworthy outcomes:



(1) The impact of balancing the data is evident in the observed enhancements across various metrics. The overall recognition rate, precision rate for different fault types, recall rate, and F1 value all exhibit steady improvements when compared to unbalanced data. This underscores the effectiveness of data balancing in refining the performance of the fault diagnosis method.



(2) In a comparative analysis with other models discussed in the article, the proposed model emerges as particularly adept at recognizing minority types of fault data. It demonstrates superior judgment capabilities, especially in identifying early failures in rolling bearings. This attests to the model’s robustness and effectiveness in handling imbalanced datasets.



In summary, the study underscores the efficacy of the proposed multi-domain early fault diagnosis method, emphasizing its ability to address the challenges posed by imbalanced datasets and enhance the accuracy of fault diagnosis in rolling bearings.
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Figure 1. Three-layer wavelet packet decomposition structure diagram. 
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Figure 2. Flowchart of the proposed fault diagnosis method. 
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Figure 3. Experimental platform. 
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Figure 4. Photos of tested bearings: (a) Normal bearing; (b) Inner race wear; (c) Outer race wear; (d) Outer race fracture. 
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Figure 5. Six vibration signals of bearings: (a) Cage; (b) Inner race; (c) Inner race 1; (d) Outer race; (e) Outer race1; (f) Normal. 
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Figure 6. Characteristic values of six vibration signals of bearings: (a) Cage; (b) Inner race; (c) Inner race 1; (d) Outer race; (e) Outer race1; (f) Normal. 
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Figure 7. t-SNE visual comparison of 4 models: (a) t-SNE visualization of Model 1; (b) t-SNE visualization of Model 2; (c) t-SNE visualization of Model 3; (d) t-SNE visualization of Model 4. 
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Figure 8. Confusion matrix processed by four models: (a) Confusion matrix obtained by Model 1 processing; (b) Confusion matrix obtained by Model 2 processing; (c) Confusion matrix obtained by Model 3 processing; (d) Confusion matrix obtained by Model 4 processing. 
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Figure 9. Identification results of various states of rolling bearings: (a) Comparison of average accuracy; (b) Comparison of average recall rates; (c) Average F1 value comparison; (d) Overall recognition rate comparison. 
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Table 1. Unbalanced distribution of fault data.
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	Fault Type
	Inner Race
	Inner Race1
	Out Race
	Out Race1
	Cage Fault





	Number of sample groups
	10
	10
	25
	25
	50



	Q
	1:20
	1:20
	1:8
	1:8
	1:4










 





Table 2. Related data details.
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Data Set

	
Fault Type

	
Basic Rating Life

	
Actual Life






	
Bearing2_1

	
Inner race

	
6.786~11.726 h

	
8 h 11 min




	
Bearing2_2

	
Out race

	
2 h 41 min




	
Bearing2_3

	
Cage

	
8 h 53 min




	
Bearing3_3

	
Inner race1

	
8.468~14.632 h

	
6 h 11 min




	
Bearing3_5

	
Out race1

	
1 h 54 min











 





Table 3. The accuracy of each model.
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	Methods
	Accuracy Rate





	MPE + BP
	73.3%



	CEEMD + MPE + POS + BP
	80.0%



	MPE + POS + BP
	90.0%



	CEEMD + CNN
	98.3%



	SMOTE + CNN
	98.6%



	SMOTE + SVM
	97.0%
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