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Abstract: This paper proposes a lightweight and efficient mango detection model named Light-
YOLO based on the Darknet53 structure, aiming to rapidly and accurately detect mango fruits in
natural environments, effectively mitigating instances of false or missed detection. We incorporate
the bidirectional connection module and skip connection module into the Darknet53 structure
and compressed the number of channels of the neck, which minimizes the number of parameters
and FLOPs. Moreover, we integrate structural heavy parameter technology into C2f, redesign
the Bottleneck based on the principles of the residual structure, and introduce an EMA attention
mechanism to amplify the network’s emphasis on pivotal features. Lastly, the Downsampling Block
within the backbone network is modified, transitioning it from the CBS Block to a Multi-branch–
Large-Kernel Downsampling Block. This modification aims to enhance the network’s receptive field,
thereby further improving its detection performance. Based on the experimental results, it achieves a
noteworthy mAP of 64.0% and an impressive mAP0.5 of 96.1% on the ACFR Mango dataset with
parameters and FLOPs at only 1.96 M and 3.65 G. In comparison to advanced target detection models
like YOLOv5, YOLOv6, YOLOv7, and YOLOv8, it achieves improved detection outcomes while
utilizing fewer parameters and FLOPs.

Keywords: mango; lightweight; Light-YOLO; computer vision; deep learning

1. Introduction

Mango is a crucial economic crop in tropical regions and stands as one of the globally
significant fruits, holding a prominent place in consumer markets. However, due to the
intricate growth conditions and unique characteristics of mango fruits, the majority of
mango harvesting still heavily relies on manual labor. This not only demands a substantial
workforce but also results in relatively lower harvesting efficiency. Utilizing machine
vision technology to analyze real-time images, the processing results are then supplied to a
machine, thereby achieving automatic harvesting. This not only reduces manual labor but
also significantly enhances harvesting efficiency. In this process, the accurate identification
of mangoes is considered the primary task for automated harvesting, and its recognition
precision will directly impact the effectiveness of the automated harvesting operation.
Therefore, a high-precision and high-speed mango identification method is crucial for
automated harvesting operations.

Early target detection algorithms predominantly relied on manual feature extraction,
which, over time, exhibited inherent limitations, with the performance of manual feature
extraction gradually reaching a point of saturation. The advent of convolutional neu-
ral networks marked a transformative phase in the realm of object detection algorithms.
In 2014, the R-CNN [1] algorithm was introduced, heralding the inception of object detec-
tion algorithms rooted in deep learning, which subsequently experienced a notable surge
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in development and application. A prevalent approach among early target detection algo-
rithms entailed a two-stage detection methodology. The representative algorithms are Fast
R-CNN [2] and Faster R-CNN [3]. In the initial phase, the foremost task is the generation of
a regional candidate box, while in the subsequent stage, the features of each candidate box
are extracted. Ultimately, a positional box is generated, and the corresponding category
is predicted. The inception of the one-stage detection algorithm has ushered in a novel
solution. Diverging from the two-stage detection algorithm, the one-stage detection algo-
rithm concurrently generates candidate boxes, executing classification and boundary box
regression simultaneously. This affords the one-stage approach a commendable detection
speed, albeit with a modest trade-off in accuracy. Representative algorithms embodying
this paradigm include the YOLO series [4–12] and SSD [13].

In light of the rapid advancements in new-generation information technologies, such as
artificial intelligence, traditional agriculture is experiencing an accelerated transformation
into smart agriculture. Machine-vision-based target detection technology fosters the high-
quality advancement of agricultural production, including multiple aspects such as farming,
harvesting, and pest control. The orchard environment is characterized by its inherent
complexity. Owing to factors such as variations in light conditions and weather, fruits may
exhibit hues resembling those of branches and leaves, thereby introducing challenges to the
accurate recognition of the algorithm. To enhance the accuracy of algorithms and mitigate
instances of missed and false detections, a range of solutions has been proposed in both the
domestic and international literature. Wu et al. [14] present an enhanced YOLOv4 model
and a data augmentation technique yielding an average accuracy of 98.15% in the context
of Apple detection. In a similar vein, Yan et al. [15] introduce a lightweight method for
detecting apples by leveraging an improved YOLOv5s architecture, achieving an average
accuracy of 86.75%. Sun et al. [16] made significant enhancements to the backbone network
within the YOLOv5 algorithm, substituting the initial activation function with Hard-Swish.
This modification resulted in a notable increase in pear detection accuracy, achieving a
precision level of 97.6%. Ren et al. [17] propose a recognition approach for Yuluxiang pears
based on YOLOv8, integrating an EMA attention mechanism and enhancing the IOU loss
function to improve target recognition and positioning accuracy. The corresponding F1 and
average accuracy stand at 84.47% and 88.83%, respectively. Although deep-learning-based
object detection algorithms have exhibited significant success in various fruit detection
domains, there exists an opportunity for enhancement in the methodologies pertaining
to mango detection. Stein et al. [18] employed the Faster R-CNN algorithm to identify
mangoes, achieving an F1 score of 88.1. While the fundamental realization of mango
detection has been accomplished, there remains a discernible opportunity for refining
detection accuracy. In a similar vein, Li et al. [19] introduced an approach for detecting
mature mangoes on trees using an enhanced version of YOLOv3, attaining an average
accuracy of 94.91 with a model size of 238 MB. Despite the attainment of high accuracy, the
impractical size of the model impedes its deployment in agricultural production processes.
In another endeavor, Xu et al. [20] proposed a methodology for the swift identification
of green mangoes in intricate scenes, leveraging YOLOv3 to achieve an F1 score of 97.7.
Notwithstanding the commendable lightweight nature of the model, with FLOPs and model
sizes of 10.12 G and 44 MB, respectively, there remains a need for further optimization,
particularly in reducing the model size. The particulars of the aforenamed methods are
presented in Table 1.

This paper presents a lightweight model designed for the rapid and accurate detection
of mangoes in natural environments. The proposed approach involves the incorporation
of the BiC module and SkC module to redesign the neck network. Drawing enlighten-
ment from the methodology employed in YOLOv6, this paper opts to halve the number
of channels in both the neck and the head while maintaining the channel count in the
backbone. To enhance the network’s feature extraction capabilities, we introduce structural
reparameterization technology in the C2f Block. Through a comparative evaluation of
various subsampling structures, we determine that replacing the convolutional Downsam-



Agriculture 2024, 14, 140 3 of 20

pling Block in the trunk section with a Multi-branch–Large-Kernel Downsampling Block
approach yields optimal detection performance. The residual EMA Bottleneck Block is
conceived by amalgamating the residual structure with the EMA attention mechanism
to compress the parameters and FLOPs of the Bottleneck. The proposed Light-YOLO
algorithm demonstrates exceptional detection performance with minimal parameters and
FLOPs. This design effectively addresses the demands of agricultural production and
provides valuable technical support for real-time, accurate detection of multiple mango
targets via mango-picking robots.

Table 1. The specific details of the methodologies cited in the references.

Authors Fruit Type Size Main Model F1
(%)

mAP0.5
(%)

Params
(M)

FLOPs
(G)

MS
(MB)

Wu et al. [14] Red Apple 416 × 416 YOLOv4 96.54 98.15 37.8 12.7 158
Yan et al. [15] Red Apple 640 × 640 YOLOv5 87.49 86.75 6.52 - 12.7
Sun et al. [16] Pear 640 × 640 YOLOv5 96.1 97.6 - 10.1 8.3
Ren et al. [17] Yuluxiang Pear 640 × 640 YOLOv8 84.47 88.83 7.19 18.6 14.07
Stein et al. [18] Mangoes (ACFR) 500 × 500 Faster R-CNN 88.1 - - - -

Li et al. [19] Mangoes 608 × 608 YOLOv3 - 94.91 - - 238
Xu et al. [20] Green Mangoes 416 × 416 YOLOv3 97.7 - - 10.12 44

2. Materials and Methods
2.1. Experimental Data

In this study, the mango dataset from the ACFR orchard fruit dataset at the University
of Sydney is chosen as the experimental dataset to assess the efficacy of the object detection
algorithm proposed herein. The mango images in the dataset were collected from a mango
orchard at Simpson Farm in Bundaberg, Queensland, Australia, totaling 1964 images.
Specifically, the training set consists of 1464 images, the validation set includes 250 images,
and the test set comprises 250 images. As illustrated in Figure 1, the captured images
have a resolution of 500 × 500 pixels and are saved in PNG format. The annotation file
includes coordinate information for the minimum external rectangular box enclosing each
mango and is stored in CSV format. The data from the annotation file are processed, and
the annotation information is formatted in accordance with YOLO’s annotation format for
subsequent training and testing.

Figure 1. Image example of ACFR Mango dataset.

2.2. Object Detection Model Based on Deep Learning

In order to meet the needs of agricultural production for detection speed and
lightweight, we chose the YOLO algorithm with better real-time performance as the bench-
mark algorithm for this research. Over the past years, the YOLO series algorithms have
experienced rapid development, contributing to continuous improvements in detection
performance. However, this progress presents a challenge in the form of significantly
increased parameters and FLOPs. For instance, the lightweight model within the YOLO
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series can be considered: When utilizing a 512 × 512 pixels input feature graph size, the
latest version of the YOLOv5-N model exhibits the parameters of 1.76 M and the FLOPs of
4.1 G. However, the latest models, including YOLOv6-N, YOLOv7-Tiny, and YOLOv8-N,
within the same size range, demonstrate higher parameters and FLOPs, with values of
4.63 M and 7.26 G, 6.01 M and 13 G, and 3.01 M and 8.1 G, respectively. These observations
reveal that the performance enhancements come at the expense of sacrificing parameters
and FLOPs. Diverging from the laboratory setting, computational resources within the
realm of agricultural production are constrained. In contrast to the standard target detection
network, the lightweight and real-time target detection network aligns markedly better
with the agricultural production requisites. Consequently, enhancing network detection
performance without inflating the parameters and FLOPs has emerged as the focal research
direction of this study.

Examining the iterative updates of the YOLO algorithm reveals that the enhancements
in these algorithms primarily center around the following facets:

(1) To enhance the backbone: Joseph et al. [5,6] introduced the Darknet19 structure and
the Darknet53 structure;

(2) In pursuit of superior multi-scale prediction structures: Joseph et al. [6] incorporated
the Feature Pyramid Network (FPN) [21]. Alexey et al. [7] introduced the Path
Aggregation Network (PANet) [22]. Furthermore, Chuyi et al. [10] introduced the
RepBi-PAN;

(3) For a more efficient feature extraction structure: Alexey et al. [7] proposed a cross-
stage–partial-connection (CSP) Block. Jocher et al. [8] introduced the C3 Block based
on cross-stage partial connection. Chuyi et al. [10] put forward a CSPStackRep
Block utilizing structural reparameterization technology. Additionally, Wang [11] and
Jocher et al. [12], respectively, proposed the Extended-ELAN and C2f Block;

(4) Implementation of a more robust IOU loss function [23–28];
(5) Adoption of a superior activation function [29–31];
(6) Deployment of more effective label allocation strategies.

Throughout the experiment, my attention was not directed towards (1), (3), (5), or
(6). This decision arose from the recognition that the existing structures and methods
had reached a level of maturity and excellence deemed satisfactory. This paper primarily
entails modifications to two parts, denoted as (2) and (3), in addition to a redesign of the
Downsampling Block.

2.3. Attention Mechanism

The attention mechanism is a technique that emulates human visual and cognitive sys-
tems. Its incorporation into convolutional neural networks enables the automatic learning
and selective concentration on crucial information within the input, subsequently enhanc-
ing the model’s performance and generalization capabilities. Widely recognized attention
mechanisms encompass the spatial attention mechanism [32,33], channel attention mecha-
nism [34,35], and the mixed attention mechanism [36,37]. The spatial attention mechanism
is designed to amplify the importance of specific target regions while concurrently attenu-
ating the influence of irrelevant background regions. The channel attention mechanism
autonomously discerns the significance of individual feature channels through network
learning, thereby enhancing crucial features while suppressing less critical ones. The hy-
brid attention mechanism amalgamates spatial domain attention with channel attention.
This study employs the Efficient Multi-Scale Attention Module with Cross-Spatial Learning
(EMA) [38], whose architecture bears resemblance to the CA attention mechanism [39], as
depicted in Figure 2. Structurally, when presented with a specific input feature graph, the
EMA attention mechanism initially partitions it into G sub-feature graphs along the chan-
nel dimension to facilitate the learning of diverse semantic features. Diverging from the
dual parallel subnetworks of the CA attention mechanism, the EMA attention mechanism
integrates three parallel subnetworks. In contrast to the dual parallel subnetworks of the
CA attention mechanism, the EMA attention mechanism employs three parallel subnet-
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works. Specifically, the first two parallel subnetworks are situated within the 1 × 1 branch,
while the third parallel subnetwork is positioned in the 3 × 3 branch. The methodology
adopted in the first two parallel subnetworks closely resembles that of the CA attention
mechanism, involving two one-dimensional average pooling operations, concatenation,
and 1 × 1 convolution operations. Notably, channel dimension reduction is omitted as the
feature grouping operation has been executed beforehand. The ensuing step involved the
decomposition of the output results from the 1 × 1 convolution, followed by the application
of the Sigmoid operation to yield two distinct channel attention graphs. Subsequently, the
two channel attention graphs corresponding to each group were amalgamated through a
multiplication process. An additional concurrent subnetwork employs a 3 × 3 convolution
to capture local cross-channel interactions, effectively enlarging the feature space. Through
the amalgamation of contextual information across two distinct scales, namely 1 × 1 and
3 × 3, convolutional neural networks can enhance pixel-level attention to high-level feature
maps. Subsequently, two output feature maps are created through cross-space learning,
and the feature maps within each group are computed as the summation of the generated
spatial attention weights. Ultimately, the summation of spatial attention weights undergoes
a Sigmoid operation, and the final output feature map is derived through multiplication.

Figure 2. The structure of the CA attention mechanism and the EMA attention mechanism. (a) CA
attention mechanism structure and (b) EMA attention mechanism structure.

2.4. Light-YOLO

Light-YOLO is devised based on the Darknet53 architecture, and the network structure
is illustrated in Figure 3. The entire network is partitioned into three segments: the
backbone, neck, and head. In the backbone, the overall structure adheres to the Darknet53
design, with the Focus Block replaced with a 3 × 3 CBS Block with a stride of 2. In the neck,
we incorporate the BiC and SkC modules to facilitate the integration of features within the
feature layer and enhance the localization accuracy of small targets. Simultaneously, we
decrease the number of neck channels by half to mitigate computational demands. In the
head network, we opt for an anchor-free frame, forsaking the anchor-based frame, while
incorporating minor structural adjustments. Additionally, the CSP Block is replaced with
the C2f Block, and a Multi-branch–Large-Kernel Downsampling Block is introduced.
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Figure 3. Light-YOLO model structure.

2.4.1. BiSC-PAN

As the intermediary segment of both the backbone and the head, the neck network
bears the crucial task of amalgamating features with disparate resolutions from the back-
bone and augmenting the expressive capacity of output features. Its significance within the
network architecture has been substantiated, potentially surpassing even the importance of
the backbone [40–42]. The Feature Pyramid Network achieves multi-scale feature fusion
through the incorporation of a top-down pathway. In the Path Aggregation Network,
a bottom-up pathway is introduced in addition to the top-down pathway, effectively cur-
tailing the information transmission distance between lower and upper-level features. This
adjustment facilitates a smoother transmission of bottom-level information to upper-level
features. Bidirectional Cross-Scale Connections and Weighted Feature Fusion (BIFPN) elim-
inate singular-output edge nodes that provide minimal contributions to fusion within
the framework of the path aggregation network. Additionally, a jump link is intro-
duced between the original input and output nodes at the same level. In a similar vein,
RepBi-PAN introduces a bidirectional connection (BiC) module aiming to integrate feature
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maps from adjacent layers. This approach enhances the accurate retention of positioning
signals, thereby improving the precision of localizing small targets.

Building upon the aforenamed research, this paper introduces BiSC-PAN as a neck
rooted in the path aggregation network and BiC module. Fruits, constituting small targets
within the image, occupy a limited number of pixels. As downsampling operations increase,
the feature information associated with these small targets in the high-level feature map
undergoes a progressive diminution. In divergence from the C3 and C4 feature layers, the
C5 feature layer has undergone a greater number of downsampling operations, thereby
exacerbating the loss of features associated with small targets. To enhance the preservation
of positioning signals within the high-level feature map, this study not only employs the
bidirectional connection module on the C3 and C4 feature layers but extends its implemen-
tation to the C5 feature layer. However, since the C5 feature layer is already the highest
feature layer, the bidirectional connection module in the C5 layer ignores the input from the
layers positioned above it. Moreover, a skip joins module (SkC) is introduced to enhance
the fusion of features. Positioned posterior to the Pi feature layer, the module is equipped
with three inputs: Pi, Ni-1, and Ci. Finally, in order to further reduce the parameters and
FLOPs of the lightweight network, adjustments have been made to the width of the neck.
The structure of BiSC-PAN is illustrated in Figure 4.

Figure 4. BiSC-PAN structure.

2.4.2. Structural Reparameterization

Structural reparameterization technology involves the creation of a series of structures
designed for training purposes. Subsequently, it entails the transformation of the trained
parameters into another set of parameters during the reasoning phase, thereby achieving
an equivalent transformation of the overall structure. In the case of ACNet [43], the net-
work replaces every 3 × 3 convolution with a 3 × 1 convolution, 1 × 3 convolution, and
3 × 3 convolution during the training stage. Subsequently, the outcomes of the three
convolution layers are aggregated to derive the convolution layer’s final output. Dur-
ing the inference phase, the three convolutional cores undergo fusion. Ding et al.’s
RepVGG [44], leveraging structural reparameterization technology, has contributed to
the revival of the VGG single-path minimalist architecture. In the course of training, parallel
1 × 1 convolution branches and identity mapping branches are added into each
3 × 3 convolution layer. Subsequently, during inference, the three branches are amal-
gamated to a unified 3 × 3 convolution layer. Motivated by the concepts discussed above,
this study adopts the RepConv Block as a substitution for the 3 × 3 CBS Block. In the
training phase, the RepConv Block is employed, featuring multiple branches to facilitate
the training process. In the inference phase, each RepConv Block undergoes transformation
into a 3 × 3 CBS Block. The RepConv Block structure is shown in Figure 5.
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Figure 5. RepConv Block structure. (a) RepConv Block structure during training phase and
(b) RepConv Block structure during inference phase.

2.4.3. Multi-Branch–Large-Kernel Downsampling Block

In contrast to other components within the network architecture, the downsampling
structure is frequently overlooked. Common downsampling structures can be broadly
categorized into two types. Firstly, there is the pooling operation with a stride of 2,
typically employing Max pooling. The operational speed of the pooling operation is
swift, owing to the fact that it solely diminishes feature dimensions without necessitating
parameter learning. An alternative method involves the utilization of convolution, typically
implemented as a convolution with a kernel size of 3 and a stride of 2. This approach
operates at a marginally slower pace due to the concurrent necessity for feature extraction
and parameter learning. YOLOv7 integrates both downsampling methods, featuring a
dual-branch downsampling structure. One branch employs the Max pooling operation
with a stride of 2, while the other employs convolution with a convolutional kernel size of
3 and a stride of 2.

Motivated by the preceding concepts, we initiated an exploration into the possibility
of improving the downsampling method. In contrast to employing a 3 × 3 convolution,
utilizing convolutions of 5 × 5 or 7 × 7 dimensions enhances the receptive field, thereby
improving the efficacy of feature extraction. Initial consideration is to augment the size of
the convolution kernel. However, it is imperative to note that this enhancement comes at the
cost of a substantial escalation in FLOPs. Addressing this challenge, this study introduces
a novel Multi-branch–Large-Kernel Downsampling (MLKD) Block. This Downsampling
Block comprises four branches: 2 × 2 Max pooling, 3 × 3 CBS Block, 5 × 5 CBS Block,
and 7 × 7 CBS Block. The channel ratio is set at 1:1:1:1. Drawing inspiration from the
Inceptionv2 [45] network’s implementation of a 5 × 5 convolution, the proposed block
replaces the 5 × 5 and 7 × 7 convolutions with a two-layer series of 3 × 3 CBS Block and
a three-layer series of 3 × 3 CBS Block. This strategic substitution not only effectively
diminishes the parameters and FLOPs in comparison to a singular large-kernel convolution,
but also adeptly mitigates the performance degradation associated with increased model
depth. Ultimately, preceding the convolution process, a 1 × 1 CBS Block will be applied to
adjust the number of channels, thereby further mitigating FLOPs. The configuration of the
MLKD Block is illustrated in Figure 6.
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Figure 6. Multi-branch–Large-Kernel Downsampling Block structure.

2.4.4. Residual EMA-Bottleneck

The network’s detection performance is influenced to a certain extent by the number
of convolutional channels. Taking the YOLO series networks as an illustration, standard
network structures denoted as s, m, l, and x typically exhibit a higher channel count
compared to their lightweight counterparts. Nevertheless, the augmentation in the quantity
of channels is frequently concomitant with an elevation in both the parameters and FLOPs.
Consequently, this study initiates an exploration into whether a structure can be devised
to sustain network performance while concurrently reducing the channel count. The
Bottleneck, a pivotal component of the C2f Block, is recurrently employed throughout
the network. Its parameters and FLOPs have a direct impact on the overall network’s
parameters and FLOPs. To enhance the network’s lightweight characteristics, this paper
integrates the concept of the residual structure, resulting in the redesign of the Bottleneck
termed the Residual EMA-Bottleneck, as delineated in Figure 7. Primarily, the input flow
of the Bottleneck undergoes a split operation, segmenting the original input flow into two
equal parts. Subsequently, one of the parts traverses two 3 × 3 CBS Blocks for feature
extraction, while the other concentrates on local features solely through an EMA attention
mechanism module. Finally, the two outputs are stacked to form the ultimate output.

Figure 7. Residual EMA-Bottleneck structure.
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2.5. Experimental Platform and Parameters

We performed all experiments on a platform with the following specifications: CPU,
Intel(R) Core(R) i5-13600k; RAM, 64 GB; GPU, RTX 2080Super with 8 GB memory; the
Windows11 operating system; CUDA version 11.6; Python version 3.8; Torch version 1.12.1;
and CUDNN version 8.8 for deep learning computations in pycharm2022.

The network input image size was 512 × 512 × 3 pixels, the optimization strategy
selected is the stochastic gradient descent (SGD) algorithm. Warmup and exponential
moving average (EMA) techniques were also implemented in the experimental setup.
Throughout the experiment, the training set from the ACFR Mango dataset was utilized
for the purpose of model training, and the subsequent evaluation of target detection
performance was carried out on the test set. We trained the model for 300 epochs using a
batch size of 8 for the dataset. To enhance the information content of each image and bolster
the model’s capability to detect small targets, Mosaic data augmentation was implemented
during the initial 285 rounds of training. Pretrained models were not employed in any of
the experiments, each model underwent training from an initial state. Table 2 shows the
specific Hyperparameter Settings.

Table 2. Specific Hyperparameter settings.

Training Parameter Value

Initial learning rate 0.01
Final OneCycleLR learning rate 0.0001

Momentum 0.937
Optimizer weight decay 0.0005

Warmup epochs 3.0
Warmup initial momentum 0.8

Warmup initial bias lr 0.1

2.6. Evaluation Metrics

To holistically assess the efficacy of this model, key evaluation indices encompass
accuracy (P), recall rate (R), mean average accuracy (mAP), number of network parameters
(Params), floating-point operations per second (FLOPs), and average time. The definitions
for P, R, mAP, and average time are articulated as follows:

P =
Tp

Tp+Fp
× 100% (1)

R =
Tp

Tp+Fn
× 100% (2)

AP =
∫ 1

0
P(R)d(R) (3)

mAP =
∑ AP

N
× 100% (4)

average time = average Inference time + average NMS time (5)

where Tp represents the count of accurately predicted mangoes via the model, Fp denotes
the count of mangoes erroneously predicted via the model, and Fn signifies the count
of mangoes omitted via the model. P denotes the ratio of accurately predicted mangoes
via the model, while R signifies the ratio of correctly predicted mangoes via the model
in relation to the total count of mangoes. N is the number of detection categories. Since
there is only one mango in this paper, N = 1. AP is the area under the P and R curves.
mAP is the average AP value of all mango categories in the dataset, and in this paper,
AP is equal to mAP. Model parameters refer to the count of parameters within the model
architecture. FLOPs, representing Gigabits of floating-point operations per second, serve as
an assessment of the computational complexity of a network. This paper delineates two
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types of accuracy: mAP and mAP0.5. The average time is the sum of the average inference
time and the average NMS time.

3. Results and Analysis
3.1. Ablation Experiments
3.1.1. BiSC-PAN

We performed a series of experiments aimed at substantiating the contributions of
the BiC module and the SkC module to the network’s detection performance. As high-
lighted in Table 3, the preliminary stage of experimentation involves the evaluation of
network detection performance in the absence of both the bidirectional connection module
and skip connection module. Subsequently, the BiC module and SkC module are incre-
mentally incorporated into the network. It is observed that the inclusion of only the BiC
module enhances the network’s detection performance by 0.1%. Furthermore, incorpo-
rating the SkC module in conjunction with the bidirectional connection module yields an
additional improvement of 0.3% in the network’s detection performance. These findings
underscore the efficacy of both the BiC module and the SkC Module in enhancing network
detection performance.

Table 3. BiSC-PAN ablation experiment.

Method mAPtest mAP0.5test

PANet 62.5% 95.3%
PANet + BiC 62.6% 95.5%

PANet + BiC + SkC 62.9% 95.7%

3.1.2. Structural Reparameterization

The 3 × 3 CBS Block within the C2f Block is focalized in the Bottleneck, featuring
two 3 × 3 CBS Blocks in each Bottleneck. To assess the efficacy of structural reparameteri-
zation technology, this study systematically examined three distinct reparameterization
structures. The experimental outcomes are presented in Table 4 and the three distinct
reparameterization structures are shown as Figure 8. Initially, the 3 × 3 CBS Block above
the Bottleneck was replaced, leading to a 0.2% improvement in the model performance
compared to the original configuration. Subsequently, testing involved the replacement
of only the 3 × 3 CBS Block below the Bottleneck, resulting in a 0.1% enhancement in
the model’s performance compared to its original counterpart. These findings underscore
the capability of structural reparameterization technology to effectively enhance perfor-
mance to a certain degree. Finally, by replacing all 3 × 3 CBS Blocks within the Bottleneck,
a 0.3% improvement in the model’s performance was observed relative to the original
configuration. Owing to the utilization of structure recombination technology, there was
no escalation in the parameters or FLOPs throughout the entire reasoning process.

Table 4. Structural reparameterization ablation experiment.

Method mAPtest Params FLOPs

C2f 62.9% 2.74 M 3.56 G
C2f(a) 63.1% (+0.2) 2.74 M 3.56 G
C2f(b) 63.0% (+0.1) 2.74 M 3.56 G
C2f(c) 63.2% (+0.3) 2.74 M 3.56 G
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Figure 8. Three distinct reparameterization structures. (a) Replace the CBS Block below the C2f Block
with the RepConv Block. (b) Replace the CBS Block above the C2f Block with the RepConv Block.
(c) Replace all CBS Blocks in the C2f Block with the RepConv Block.

3.1.3. Multi-Branch–Large-Kernel Downsampling Block

This paper conducts a series of experiments to validate the efficacy of the proposed
MLKD Block. The outcomes are presented in Table 5. Initially, the downsampling method
described in YOLOv7 is individually applied to the backbone network and the neck net-
work. It can be seen that the amalgamation of Max pooling and 3 × 3 convolution proves
efficacious in diminishing both the model’s parameter count and computational load. Rela-
tive to the G1, the parameters for the G2, G3, and G4 register reductions of 5.47%, 5.47%,
and 11.31%, respectively. Likewise, the FLOPs for G2, G3, and G4 are correspondingly
diminished by 3.37%, 2.53%, and 6.18%, respectively. As evidenced by G2, G3, and G4, the
employed downsampling structure demonstrates applicability when selectively applied
to either the backbone network or the neck network, resulting in enhanced average preci-
sion. Moreover, the augmentation effect is notably superior when exclusively applied to
the backbone network. In light of the aforementioned findings, we ascertain the optimal
deployment site for the MLKD Block and proceed to implement it within the backbone
network to substantiate its efficacy. As depicted in Table 6, the initial approach involved
substituting “5 × 5” CBS Block and “7 × 7” CBS Block with the 2 × 2 Max pooling and
3 × 3 CBS Block, resulting in a marginal 0.3% improvement in average accuracy. Never-
theless, there was a substantial increase in both the parameters and FLOPs, with the latter
reaching 8.48 G. This marked a 138.20% surge compared to the widely adopted 3 × 3 CBS
downsampling method. The incorporation of the MLKD Block not only enhances average
accuracy, but also marginally diminishes the network’s parameters. Moreover, it results in
only a slight increase in FLOPs compared to the use of a 3 × 3 CBS downsampling method.
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Table 5. The downsampling ablation experiment was performed by combining convolution and Max
pooling. × means this part is not used,

√
means this part is used.

Group Max Pooling + Conv
mAPtest Params FLOPsBackbone Neck

G1 × × 63.2% 2.74 M 3.56 G
G2

√
× 63.5% (+0.3) 2.59 M (−5.47%) 3.44 G (−3.37%)

G3 ×
√

63.3% (+0.1) 2.59 M (−5.47%) 3.47 G (−2.53%)
G4

√ √
62.6% (−0.6) 2.43 M (−11.31%) 3.34 G (−6.18%)

Table 6. Multi-branch–Large-Kernel Downsampling Block ablation experiment.

Method Branches Proportion mAPtest Params FLOPs

3 × 3 Conv 1 - 63.2% 2.74 M 3.56 G
Max pooling + 3 × 3 Conv 2 1:1 63.5% (+0.3) 2.59 M (−5.47%) 3.44 G (−3.37%)
5 × 5 Conv + 7 × 7 Conv 2 1:1 63.8% (+0.6) 3.37 M (+22.99%) 8.48 G (+138.20%)

MLKD Block 4 1:1:1:1 63.9% (+0.7) 2.69 M (−1.82%) 4.55 G (+27.81%)

3.1.4. Residual EMA-Bottleneck

To assess the efficacy of the Residual EMA-Bottleneck, the present study conducted
a series of experiments, the results of which are detailed in Table 7. Initially, a 1 × 1 CBS
Block is employed to halve the number of channels within a Bottleneck, aiming to gauge
the impact of channel reduction on network performance. As anticipated, this reduction
leads to a 0.8% decline in overall network performance, accompanied by a decrease in both
parameters and FLOPs. Following this, the Residual Bottleneck of the C2f Block is substi-
tuted with the residual Bottleneck, sans the EMA attention mechanism supplementation.
There has been a notable reduction in both the parameters and FLOPs, with decreases of
27.14% and 20.44%, respectively. However, the network’s performance has decreased by
0.8%. It is observed that a halving of channel count and the incorporation of a residual
structure can further diminish the number of network parameters and computational
burden. However, this modification concurrently introduces a loss of precision. Ultimately,
the application of the Residual EMA-Bottleneck to the C2f Block is executed. There is a
reduction in both the parameters and FLOPs, concurrently leading to a 0.1% improvement
in network performance.

Table 7. Residual EMA-Bottleneck ablation experiment.

Method mAPtest Params FLOPs

Original network 63.9% 2.69 M 4.55 G
Reduce channels 63.1% (−0.8) 2.01 M (−25.28%) 3.69 G (−18.90%)

Residual Bottleneck 63.1% (−0.8) 1.96 M (−27.14%) 3.62 G (−20.44%)
Residual EMA-Bottleneck 64.0% (+0.1) 1.96 M (−27.14%) 3.65 G (−19.78%)

3.2. Comparison of Lightweight Networks

Compared to other object detection models, the YOLO model demonstrates superior
real-time performance, and its lower computational cost makes it more suitable for deploy-
ment on mobile and edge devices. Currently, the YOLOv5 model remains the mainstream
algorithm in the field of object detection, with continuous updates leading to significant
improvements in detection speed and performance. YOLOv6, YOLOv7, and YOLOv8 rep-
resent the latest detection models. For this reason, we have chosen the lightweight versions
of these models for a comparative analysis against Light-YOLO, aiming to further validate
the detection performance of Light-YOLO. Furthermore, we assessed the detection perfor-
mance of YOLOv6-N under distillation. The results obtained are summarized in Table 6.
The data presented in Table 8 illustrate that, in comparison to YOLOv5-N and YOLOv6-N,



Agriculture 2024, 14, 140 14 of 20

Light-YOLO exhibits an augmented accuracy of 1.1% and 2.1%, respectively. Furthermore,
under the condition of a threshold set at 0.5, the accuracy of Light-YOLO demonstrates
enhancements of 0.9% and 1%, respectively. In contrast to the distilled YOLOv6-N and
YOLOv7-tiny, Light-YOLO exhibits an increase in accuracy of 1.3% and 2.1%, respectively.
Additionally, under a threshold of 0.5, the accuracy improves by 0.9% and 0.5%, respectively.
Relative to YOLOv8-N, Light-YOLO demonstrates comparable accuracy, with a noteworthy
0.7% improvement under the threshold condition of 0.5. Regarding the parameters and
FLOPs, in comparison to YOLOv5-N, the parameters of Light-YOLO experience a slight
11.36% increase, yet the FLOPs diminish by 10.98%. Contrasting with YOLOv6-N, the
parameters of Light-YOLO decrease by 57.67%, while the FLOPs are reduced by 49.72%.
In contrast to YOLOv7-tiny and YOLOv8-N, Light-YOLO reduces parameters by 67.39%
and 34.88%, and FLOPs by 71.92% and 54.94%, respectively. Furthermore, in terms of
precision and recall, it is evident that Light-YOLO exhibits better recall at 91.0%. When
compared to YOLOv5-N, YOLOv6-N, YOLOv6-N-DFL, YOLOv7-tiny, and YOLOv8-N,
Light-YOLO surpasses them in recall by 2.0%, 0.7%, 2.7%, 3.1%, and 2.3%, respectively. This
demonstrates that the Light-YOLO model is more accurate in correctly identifying positive
samples. However, due to its higher recall rate, the model’s precision is not particularly
high at 90.9%, slightly lower than some models in Table 8. As shown in Figure 9, through
the analysis of the PR curves of these lightweight models, it can be observed that in other
models, when the recall is less than 0.5, the precision shows a significant decreasing trend
with the increase of recall. However, in contrast, the precision of Light-YOLO only exhibits
a noticeable decline after the recall reaches 0.6. Therefore, the area under the PR curve for
Light-YOLO is larger, indicating superior overall performance at different recall. Part of
the metric curve of the comparison models is shown in Figure 10.

3.3. Display of Visual Results

To further substantiate the practical detection efficacy of the Light-YOLO model,
the test set images underwent detection using the optimal weights derived from
training. During the detection process, the confidence threshold and intersection
ratio were set at 0.5 and 0.3, respectively. Simultaneously, the detection performance
of four models—YOLOv5-N, YOLOv6-N-DFL, YOLOv7-tiny, and YOLOv8-N—was as-
sessed under identical parameters. Three images were specifically chosen for visualization.
As shown in Figure 11, it becomes evident that other YOLO algorithms erroneously iden-
tify the area as mango due to the similar color of the bottom area, whereas Light-YOLO
accurately discerns that the region is not mango. As shown in Figure 12, the inferior
detection performance of other YOLO algorithms on mangoes with large occlusion areas
is notable, whereas Light-YOLO adeptly identifies mangoes even in such conditions. Fi-
nally, as shown in Figure 13, the YOLOv5-N algorithm exhibits detection errors, while
other YOLO algorithms manifest both error and omission detections. Remarkably, only
Light-YOLO achieves flawless detection of all targets without any errors. In summary,
although Light-YOLO exhibits a diminutive number of parameters and computational
requirements, its overall detection performance is on par with contemporary mainstream
networks, owing to the integration of BiSC-PAN, structural reparameterization, MLKD, and
the Residual EMA-Bottleneck. Furthermore, in certain scenarios, Light-YOLO outperforms
other models in detection efficacy.

Table 8. Comparison of lightweight networks.

Model Params FLOPs Size Average Time (bs = 1) Precision Recall mAPtest mAP0.5test

YOLOv5-N 1.76 M 4.10 G 512 4.0 ms 93.2% 89.0% 62.9% 95.2%
YOLOv6-N 4.63 M 7.26 G 512 6.7 ms 90.3% 90.3% 61.9% 95.1%

YOLOv6-N-DFL 4.63 M 7.26 G 512 6.7 ms 93.5% 88.3% 62.7% 95.2%
YOLOv7-tiny 6.01 M 13.0 G 512 5.6 ms 92.6% 87.9% 61.9% 95.6%
YOLOv8-N 3.01 M 8.10 G 512 6.0 ms 92.8% 88.7% 64.0% 95.4%
Light-YOLO 1.96 M 3.65 G 512 10.8 ms 90.9% 91.0% 64.0% 96.1%
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Figure 9. Comparison of PR curves of different lightweight models. (a) YOLOv5-N, (b) YOLOv6-N,
(c) YOLOv6-N-DFL, (d) YOLOv7-tiny, (e) YOLOv8-N, and (f) Light-YOLO. The red line represents
the value of recall when precision experiences its second decline.
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Figure 10. Comparison of lightweight networks. (a) Relationship curve between mAP and FLOPs
and (b) Relationship curve between mAP and parameters.

Figure 11. Detection results of different lightweight detections in a multiple mango environment.
(a) YOLOv5-N; (b) YOLOv6-N-DFL; (c) YOLOv7-Tiny; (d) YOLOv8-N; and (e) Light-YOLO. The
green box represents the actual boxes of the mango in the Ground Truth. The red box represents
predictive boxes, and the yellow circle represents missed or false detection.
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Figure 12. Detection results of different lightweight detections in a speck mango environment.
(a) YOLOv5-N; (b) YOLOv6-N-DFL; (c) YOLOv7-Tiny; (d) YOLOv8-N; and (e) Light-YOLO. The
green box represents the actual boxes of the mango in the Ground Truth. The red box represents
predictive boxes, and the yellow circle represents missed or false detection.

Figure 13. Detection results of different lightweight detections in a multiple mango and dark
environment. (a) YOLOv5-N; (b) YOLOv6-N-DFL; (c) YOLOv7-Tiny; (d) YOLOv8-N; and (e) Light-
YOLO. The green box represents the actual boxes of the mango in the Ground Truth. The red box
represents predictive boxes, and the yellow circle represents missed or false detection.
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4. Discussion

While the model advanced in this manuscript attains precision and swiftness in mango
detection, it is not exempt from limitations, such as the following: (1) The incorporation
of the MLKD Block, although enhancing detection accuracy, introduces a reduction in
the model’s inference speed due to the computational demands of the kernel. (2) The
ACFR mango dataset is deficient in mango images captured within well-lit environments.
Although the increased challenges posed by a dark environment on the detection algorithm
can more effectively underscore the algorithm’s superiority, the detection performance
of Light-YOLO in well-lit environments remains unvalidated. (3) The model’s accuracy
in detecting heavily occluded mangoes requires enhancement. In upcoming research
endeavors, we will strive to acquire additional mango images captured in well-illuminated
natural settings. Subsequently, these images will be integrated into the ACFR Mango
dataset to authenticate the detection efficacy of the Light-YOLO algorithm across various
environmental contexts. Simultaneously, efforts will be directed towards identifying novel
methods to optimize the MLKD Block, thereby enhancing the model’s inference speed.
Additionally, we plan to extend the application of Light-YOLO to other fruit datasets,
optimizing it accordingly to accommodate a broader spectrum of fruit detection scenarios.

5. Conclusions

To address the requirements of agriculture and achieve rapid and precise detection of
mangoes in natural environments, this paper introduces a lightweight and real-time object
detection architecture, denoted as Light-YOLO. In the course of this investigation, we un-
dertake the optimization of the neck network and introduce BiSC-PAN. Simultaneously, we
integrate the reparameterization technique into the C2f Block of the network. Additionally,
we introduce the MLKD Block and the Residual EMA-Bottleneck, successfully integrating
them into the network. Experimental results demonstrate that, in comparison to alternative
algorithms, the Light-YOLO algorithm exhibits outstanding detection performance while
maintaining minimal parameters and FLOPs. Specifically, the parameters and FLOPs are
only 1.96 M and 3.65 G, respectively, with mAP and mAP0.5 achieving values of 64.0% and
96.1%. It can satisfy the demands of agricultural deployment while furnishing a robust
visual foundation for the expeditious and precise realization of mango detection.

In the future, our research will primarily focus on the following aspects. Firstly, we
believe that the Large-Kernel Downsampling Block has demonstrated excellent perfor-
mance in handling small targets. Therefore, we will strive to explore superior structures
for the Large-Kernel Downsampling Block, employing methods such as dilated convo-
lution and depth wise separable convolution to further reduce parameters and FLOPs.
Secondly, considering the lack of mango images under optimal lighting conditions, we
plan to employ drones to capture mango images in the orchards of the Jinsha River Basin
in Yunnan Province, China. This aims to expand the mango dataset and conduct in-depth
research into the impact of lighting conditions on the effectiveness of mango detection.
Finally, we have noted the release of a mobile version of the YOLOv5 algorithm. Con-
sequently, we will conduct comprehensive research on the relevant algorithms, with the
objective of deploying Light-YOLO on mobile devices to assess its detection performance.
Additionally, we will make efforts to design a fruit detection algorithm specifically tailored
for optimal functionality on mobile or edge devices.
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