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Abstract: Spray systems in agriculture serve essential roles in the precision application of pesticides,
fertilizers, and water, contributing to effective pest control, nutrient management, and irrigation.
These systems enhance efficiency, reduce labor, and promote environmentally friendly practices
by minimizing chemical waste and runoff. The efficacy of a spray is largely determined by the
characteristics of its droplets, including their size and velocity. These parameters are not only
pivotal in assessing spray retention, i.e., how much of the spray adheres to crops versus becoming
environmental runoff, but also in understanding spray drift dynamics. This study introduces a real-
time deep learning-based approach for droplet detection and tracking which significantly improves
the accuracy and efficiency of measuring these droplet properties. Our methodology leverages
advanced AI techniques to overcome the limitations of previous tracking frameworks, employing
three novel deep learning-based tracking methods. These methods are adept at handling challenges
such as droplet occlusion and varying velocities, ensuring precise tracking in real-time potentially
on mobile platforms. The use of a high-speed camera operating at 2000 frames per second coupled
with innovative automatic annotation tools enables the creation of a large and accurately labeled
droplet dataset for training and evaluation. The core of our framework lies in the ability to track
droplets across frames, associating them temporally despite changes in appearance or occlusions. We
utilize metrics including Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking
Precision (MOTP) to quantify the tracking algorithm’s performance. Our approach is set to pave
the way for innovations in agricultural spraying systems, offering a more efficient, accurate, and
environmentally responsible method of applying sprays and representing a significant step toward
sustainable agricultural practices.

Keywords: droplet tracking; crop-spraying systems; deep learning; real-time detection; high-speed
camera; automatic annotation; data augmentation

1. Introduction

In modern agriculture, spray nozzles are essential for accurately delivering treatments
such as pesticides and fertilizers to crops. The efficiency and effectiveness of these systems
largely depend on understanding the characteristics of the droplets they release, partic-
ularly their size and velocity [1]. These properties are critical for maximizing treatment
efficacy and minimizing environmental impacts such as chemical runoff. However, existing
methods for measuring droplet properties, including patternators and immersion sampling,
often suffer from limited accuracy, high costs, and complex implementation processes [2,3].

To address these challenges, we introduce a novel technique that accurately measures
droplet size and enables real-time tracking and velocity calculation using advanced video
analysis. Our approach leverages deep learning to strive for a significant advancement in
accessibility, cost-effectiveness, and precision, with the potential to revolutionize nozzle
design and optimize treatment efficiency in agriculture.

Deep learning algorithms, particularly those designed for object detection and track-
ing, can significantly enhance the accuracy of droplet measurement. By considering factors
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such as droplet distance, velocity, and appearance, these algorithms can provide precise
tracking even under challenging conditions such as varying light and movement. Our re-
search introduces a benchmark dataset for droplet tracking created using high-speed video
footage of droplets in various conditions. This dataset is crucial for training and evaluating
our system and for ensuring that it performs accurately in real-world agricultural scenarios.
Central to our study is the application of deep learning, a potent tool capable of real-time
multi-droplet detection and tracking. By integrating a deep learning-based algorithm that
considers droplet distance, velocity, and appearance, we are able to significantly enhance
tracking accuracy under various conditions. The results demonstrate our method’s remark-
able accuracy and efficiency, emphasizing its role in promoting sustainable agricultural
practices.

While the primary test scenario involved fog droplets, chosen for their ability to
simulate high particle density and dynamic movement patterns, the detection and tracking
algorithms developed in this study are designed to be generalizable. These algorithms
are adaptable to a range of droplet types, including those found in agricultural spraying
systems. This adaptability is critical for ensuring the feasibility of applying the developed
methods to real-world crop spraying scenarios.

Before detailing our proposed methodology, we review the existing literature on
droplet measurement and tracking in agricultural systems. This review highlights the limi-
tations of current methods and sets the stage for our innovative solution, which addresses
these shortcomings by enhancing precision, accessibility, and cost-effectiveness. We discuss
various challenges in accurate droplet measurement and real-time tracking, including the
complexities of droplet dynamics and the need for robust detection methods.

2. Literature Review

Particle Image Velocimetry (PIV) is currently the leading technique for measuring
fluid flows, including droplet dynamics. PIV works by visualizing and calculating fluid
velocities [4]. In a PIV system, tiny particles are introduced into the fluid and illuminated
by a laser sheet. A high-speed camera captures images of these illuminated particles, then
PIV software (PIVlab, version 2.56, and DaVis, version 10.1) analyzes successive frames
using cross-correlation techniques to determine particle displacements. These displacement
data are converted into velocity vectors, providing a spatially resolved map of the fluid
velocity field. Despite PIV’s ability to offer valuable and non-intrusive data on fluid
velocities, its application in measuring and tracking individual droplets remains limited
due to challenges in resolving small-scale droplet behaviors. Moreover, PIV requires a
controlled lab setting, as the use of laser illumination necessitates close proximity to the
equipment, making it impractical for outdoor or large-scale agricultural environments.
Despite significant advancements, traditional computer vision techniques also fall short in
addressing the complexities of droplet behavior in agricultural sprays [5–7]. These methods
often struggle with issues such as droplet occlusion, varying droplet velocities, and the
need for high precision in dynamic environments. This gap in the current technology
highlights the need for a more sophisticated approach that integrates recent advances in
deep learning with computer vision.

The application of deep learning in object detection and tracking has seen significant
strides in recent years, becoming pivotal in areas sucha s autonomous vehicles and robotics.
Techniques such as Faster R-CNN [8], YOLO [9], SSD [10], RetinaNet [11], and Mask R-
CNN [12] have set new benchmarks in object detection and tracking. These methods have
not only proven their efficacy in various applications but have also opened new avenues
for research and development in deep learning.

Recent studies in this field have been geared towards enhancing the accuracy and
efficiency of object detection and tracking in challenging environments [13–19]. Acharya
et al. (2022) [20] laid the groundwork for applying deep learning to droplet detection and
tracking in agricultural spraying. However, their approach has several limitations:



Agriculture 2024, 14, 1735 3 of 28

• The method employed by Acharya et al. struggles to maintain high accuracy without
sacrificing processing speed, making it less suitable for real-time applications in
dynamic environments.

• Their study primarily focused on detection accuracy, with limited attention to com-
prehensive tracking metrics such as Multiple Object Tracking Accuracy (MOTA) and
Multiple Object Tracking Precision (MOTP) that are critical for evaluating real-world
performance.

• Acharya et al. relied on manually annotated datasets, which is time consuming and
prone to human error, limiting the scalability and consistency of their approach.

• Their paper did not thoroughly address the overall inference time of the pipeline,
which is a critical factor for real-time applications.

To address these limitations, the current paper introduces significant advancements in
droplet tracking:

• Design of improved deep learning architectures to precisely track droplets moving
across the camera frame.

• Enhanced droplet tracking accuracy with reduced processing time, surpassing the
balance achieved in [20].

• Introduction of a comprehensive set of metrics for evaluating tracking performance.
• Extraction of the dynamic properties of droplets, focusing on their velocity.
• Development of an autonomous annotation method for large-scale droplet data, ad-

dressing the impracticality of manual labeling.
• Optimization of the pipeline’s overall inference time.

Statement of Contributions

In this work, we harness the capabilities of deep learning and computer vision to
effectively detect and track the motion of droplets sprayed from agricultural nozzles in real
time. Our algorithm leverages the latest advancements in detection and tracking methods,
such as YOLOv8 [21], OcSORT [22], StrongSORT [23], and BotSORT [24], to facilitate real-
time, precise, and reliable performance. We have successfully addressed notable challenges
prevalent in prior frameworks, including droplet occlusion and variations in droplet size
and shape.

Key to our approach is the implementation through deep learning models of a robust
algorithm that is adept at capturing complex visual patterns even in the presence of
occlusions. This enables precise detection and tracking of droplets irrespective of partial
obstructions or concealment. Additionally, we develop a flexible framework capable
of adapting to variations in droplet size and shape by dynamically adjusting detection
parameters based on observed droplet characteristics, ensuring consistent accuracy across
diverse conditions.

Our experimental setup included an array of crop spray nozzles and a high-speed
camera system for capturing detailed droplet motion. The data annotation process, which
is a significant challenge due to the sheer volume of droplets, was streamlined using an
automatic annotation method with YOLOv8, resulting in an extensive and accurately
labeled droplet dataset.

The contributions of our work are as follows:

• Development and deployment of a highly efficient droplet tracking system capable of
real-time performance.

• Development of an AI-driven tool specifically designed to handle droplet trajectories
to automate the annotation and augmentation of the tracking data.

• Substantial optimization of state-of-the-art tracking models, ensuring faster and more
accurate droplet tracking.

• Novel approaches to overcome the limitations of existing AI-based frameworks in
multi-droplet tracking tasks.
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• Introduction of a novel method to extract the geometric and dynamic properties of
droplets, including their size, area, and velocity.

• Deployment of the proposed framework on high-performance computing systems,
including a supercomputer, as well as an onboard platform (Jetson Orin). This dual
deployment enhances scalability and enables edge AI capabilities for real-time crop
spraying system analysis in mobile/field tasks as well as large-scale simulations in
controlled environments.

3. Real-Time Deep Learning-Based Object Tracking

Most existing related work focuses on developing algorithms for detecting droplets
in an image, which is essential for measuring droplet size. Tracking of droplets, on the
other hand, is crucial for extracting droplet velocity information from a droplet video.
This problem was addressed in [20] by employing the Kalman filter and correspondence
matching. However, this method has certain limitations. First, it is unable to detect
occluded droplets, resulting in inability to identify droplets before and after occlusion
with the same identification. Consequently, a single droplet before and after occlusion is
considered as two separate droplets. Furthermore, the Kalman filter assumes a constant
velocity of the droplet, resulting in imprecise tracking.

To overcome these limitations, we design and implement three deep learning-based
tracking techniques to further enhance the precision and accuracy of droplet tracking. These
methods enable our framework to efficiently operate in real time on a mobile platform. The
general tracking procedure is illustrated in Figure 1, and proceeds as follows:

• Detecting Droplets in the Initial Video Frame: The tracking process begins with the
identification of droplets in the first frame. This step involves analyzing the image
or video frame to detect regions corresponding to droplets. Various object detection
techniques, including deep learning-based approaches and feature-based methods,
can be employed to accurately detect and localize droplets within the frame (see
Figure 1, first panel).

• Assigning Identities to Detected Droplets: To establish identity continuity, each de-
tected droplet is assigned a unique identity or label. This step ensures that the same
droplet can be correctly associated in subsequent frames despite changes in appear-
ance or occlusions. Identity assignment is achieved by associating a unique identifier,
such as a numerical value or unique tag, with each detected droplet (see Figure 1,
second and third panels).

• Tracking and Temporal Data Association: The core of the droplet tracking framework
lies in following the detected droplets across frames and associating them temporally.
By employing techniques such as Kalman filtering, particle filtering, and data asso-
ciation algorithms, the proposed framework establishes correspondences between
droplets in the current frame and those in the subsequent frames. This temporal data
association allows for tracking of individual droplets over time, enabling analysis of
their motions, interactions, and behaviors (see Figure 1, fourth panel).

• Real-Time Operation on Mobile Platform: The developed deep learning-based tracking
technique enables precise and accurate droplet tracking, allowing the framework to
operate efficiently in real time on a mobile platform.
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Figure 1. Multiple object tracking procedure.

The rest of this section elaborates on the three methods grounded in state-of-the-art
computer vision tracking that we use for tracking the droplets.

3.1. Method 1: BoT-SORT Extension for Droplet Tracking (BSET-DT)

This subsection introduces our BoT-SORT Extension for Droplet Tracking (BSET-DT),
which adapts the BoT-SORT methodology described in [24] with significant modifications
and refinements to address the unique challenges and requirements associated with droplet
tracking. Our BSET-DT integrates motion and appearance information, camera motion
compensation, and an enhanced Kalman filter state vector, all of which are tailored to the
nuances of droplet dynamics. The key steps in the method are presented below.

3.1.1. Step 1: Advanced Droplet Detection and Re-Identification

The foundational phase of our BSET-DT methodology involves a sophisticated iterative
detection process engineered using a state-of-the-art detection algorithm D. This algorithm
is pivotal in analyzing each frame Ft of the video sequence to yield bounding boxes Bt, class
probabilities Ct, and confidence scores St. The detection equation is iteratively applied
across the video sequence, ensuring comprehensive analysis and detection accuracy:

(Bt, Ct, St) = D(Ft), ∀t ∈ {1, 2, . . . , T}. (1)

The re-identification module R further enhances this process by encoding distinct
appearance features of each detected droplet in frame Ft. This encoding is critical in
differentiating and re-identifying droplets over successive frames, especially in densely
populated droplet environments. The feature extraction mechanism is robust, ensuring the
uniqueness of each droplet’s representation. The features used for re-identification include:

• Shape and Size: The geometric properties of droplets, such as their bounding box
dimensions and aspect ratio.

• Color and Texture: Visual characteristics captured through histograms and texture
descriptors.

• Motion Patterns: Temporal changes in the position and velocity of droplets across
frames.

For example, the feature vector for a droplet might include the dimensions of its
bounding box, a histogram of pixel intensities within the bounding box, and a vector of
optical flow magnitudes indicating its movement between frames.

The encoding process can be represented as follows:

Ft = R(Bt, Ft), ∀t ∈ {1, 2, . . . , T}. (2)

This advanced detection and re-identification strategy ensures that each droplet is not
only detected with high accuracy but also consistently tracked across frames. The robust-
ness of this methodology lies in its ability to maintain the integrity of droplet identities
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even in scenarios with complex droplet dynamics and interactions. Furthermore, the use of
advanced machine learning models in D andR leverages deep learning advancements for
enhanced detection and feature encoding.

3.1.2. Step 2: Advanced Fusion of Motion and Appearance Data

In this pivotal step, our BSET-DT framework innovatively integrates motion analysis
with appearance data to forge a comprehensive tracking strategy. This integration is crucial
in addressing complex tracking scenarios where both motion dynamics and visual features
play significant roles.

Kalman Filter for Motion Prediction

We employ the discrete Kalman filter K with a constant velocity model, a widely
used approach for object motion modeling in image planes. This model is particularly
effective in predicting the trajectory of droplets in a controlled manner. The state vector Xt
and covariance matrix Pt are iteratively updated for each frame t, capturing the motion
dynamics of droplets. The update equations are provided as follows:

Xt+1 = AXt + BUt + Wt (3)

Pt+1 = APtAT + Q, ∀t ∈ {1, 2, . . . , T} (4)

where A and B represent the state transition and control matrices, Ut is the control vector,
and Wt and Q denote the process noise and its covariance matrix. This formulation is
derived from improvements in recent tracking methods in which direct estimation of the
bounding box dimensions has shown better performance.

Integrating Appearance Features

Simultaneously, we leverage the appearance features Ft extracted from the
re-identification module. These features encapsulate crucial visual information about
each droplet, enabling the system to maintain consistent identification across frames. The
fusion of motion and appearance data is mathematically represented as follows:

Tt = Fuse(Xt, Ft), ∀t ∈ {1, 2, . . . , T} (5)

where Tt symbolizes the unified tracking information for each droplet in frame t, combining
motion predictions from the Kalman filter with the visual features from the appearance
model. This fusion enhances tracking accuracy, particularly in scenarios with complex
motion patterns and varying visual appearances.

The advanced fusion methodology in our BSET-DT ensures robust tracking perfor-
mance even in challenging conditions, and effectively handles the intricacies of droplet
dynamics and appearances.

3.1.3. Step 3: Advanced Camera-Motion Compensation

Recognizing the critical role of camera movement in the accuracy of droplet tracking,
especially in potential mobile applications and on-machine recordings over bumpy terrain,
our BSET-DT integrates a sophisticated camera motion compensation mechanism M.
This advanced module is instrumental in adjusting the detected positions of droplets to
counteract the effects of camera motion, thereby preserving the fidelity of the tracking
process in dynamic scenarios.

Addressing Dynamic Camera Movements

In dynamic camera scenarios such as those encountered in MOT20 [25], the location of
the bounding boxes in the image plane can shift dramatically due to camera movement,
potentially leading to increased identity switches or false negatives. Even in static camera
settings, motion caused by external factors such as wind can have a substantial impact.
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Our approach to Camera Motion Compensation(CMC) accounts for both rigid motion
associated with changes in camera pose and non-rigid motion of objects within the scene.

Global Motion Compensation Technique

To effectively compensate for camera motion, we employ the Global Motion Compen-
sation (GMC) technique, which involves the following steps:

1. Keypoint Extraction: Initially, key points within the image are extracted to serve as
critical markers for tracking motion across frames.

2. Sparse Optical Flow: The extracted key points are then tracked using sparse optical
flow, enabling the determination of motion vectors that encapsulate the camera’s
movement.

3. Affine Transformation: Based on the motion vectors, an affine transformation matrix is
computed and used to adjust the bounding boxes. This transformation corrects for the
camera’s rigid motion, effectively stabilizing the image with respect to background
motion.

The compensation equation for each frame is provided by

Badjusted,t =M(Bt, Ccamera,t), ∀t ∈ {1, 2, . . . , T}, (6)

where Bt denotes the detected bounding boxes in frame t, Ccamera,t represents the affine
transformation matrix encapsulating the camera motion characteristics at frame t, and
Badjusted,t indicates the compensated bounding boxes for that frame.

Enhancing Tracking Accuracy

By meticulously compensating for camera movement, this advanced CMC approach
ensures that tracking accuracy is not compromised by extraneous camera motions, thereby
enhancing the reliability and effectiveness of our BSET-DT in diverse and dynamic tracking
environments, especially in the field. Algorithm 1 summarizes the tracking procedure.

Algorithm 1 Pseudocode for BoT-SORT Extension for Droplet Tracking (BSET-DT)

1: Input: Video sequence {Ft}T
t=1

2: Initialize an empty set of tracks
3: for t = 1 to T do
4: // Step 1: Advanced Droplet Detection and Re-Identification
5: (Bt, Ct, St) = D(Ft)
6: Ft = R(Bt, Ft)
7: // Step 2: Advanced Fusion of Motion and Appearance Data
8: Update Xt and Pt using Kalman filter K
9: Tt = Fuse(Xt, Ft)

10: // Step 3: Advanced Camera-Motion Compensation
11: Extract keypoints and compute sparse optical flow
12: Compute affine transformation Ccamera,t
13: Badjusted,t =M(Bt, Ccamera,t)
14: // Track Management and Update
15: for each detected droplet do
16: Associate detections to existing tracks or initialize new tracks
17: Update track states with adjusted bounding boxes
18: end for
19: // Post-Processing for Enhanced Tracking
20: Apply track verification and filtering techniques
21: Refine trajectories and generate visualizations
22: end for
23: Output: Final set of droplet tracks
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We adapt BoT-SORT’s robust tracking framework to handle the unique characteristics
of droplets, such as their small size and rapid unpredictable movements, which are different
from pedestrian tracking scenarios. The re-identification model in BoT-SORT was fine-
tuned for droplet tracking, ensuring that droplets can be accurately re-identified across
frames even when they exhibit significant shape and size changes. BoT-SORT’s motion
model was modified to predict the movement of droplets more accurately, taking into
account factors such as wind influence and spray patterns which are not considered in
pedestrian tracking.

3.2. Method 2: Observation-Centric Droplet Tracking (OCDT)

This subsection introduces our Observation-Centric Droplet Tracking (OCDT) method-
ology, which is inspired by the OC-SORT approach [22] but has been significantly modified
and refined to address the unique challenges and requirements associated with droplet
tracking. The OCDT methodology is based on the idea that the accuracy of detections is cru-
cial when it comes to tracking. Focusing on precise detections of high quality is a strategic
shift from conventional tracking methods, which tend to prioritize factors such as motion
prediction or data association. The OCDT method aims to accomplish high-quality obser-
vations by leveraging the droplet detection algorithm proposed in our previous work [26],
which was designed to reduce the inference time while maintaining the detection accuracy
in order to enhance tracking accuracy and robustness. The key steps in this method are
discussed below.

3.2.1. Step 1: Droplet Detection

Our droplet tracking algorithm starts by employing the droplet detector developed
in [26] to detect droplets on each input video frame. The droplet detector outputs the
predicted bounding boxes (B), class probabilities (C), and confidence scores (S) for each
detected droplet as follows:

(B, C, S) = Droplet Detector(Frame). (7)

3.2.2. Step 2: Droplet Feature Extraction

After the droplets are detected, we extract discriminative features from the detected
droplets. These features encapsulate the essential characteristics of the droplets, including
their size, shape, and texture. To achieve this, we utilize a type of deep convolutional neural
network called a Re-Identification (ReID) [27] model that has been trained to encode these
attributes into high-dimensional feature representations. The ReID model is particularly
well suited for this task due to its ability to learn and extract robust and discriminative
features from droplets even under varying conditions. This ensures that the extracted
features are not only representative of the droplets’ characteristics but are also robust to
changes in lighting, perspective, camera setup, and other environmental factors.

These high-dimensional feature representations play a vital role in the subsequent
stages of data association and tracking. They provide a basis for comparing droplets across
different frames, enabling the identification of the same droplet in consecutive frames. The
feature extraction process can be represented as follows:

F = ReID(Frame, B) (8)

where F represents the features extracted from the droplets detected in the frame. Through
this process, we are able to transform the raw droplet detections into a rich set of features,
setting the stage for the subsequent steps in our methodology.

3.2.3. Step 3: Droplet Data Association

In our tracking method, the data association step is a crucial component that utilizes
the extracted features to establish robust associations between droplets across consecutive
frames. We employ a two-pronged approach that combines appearance and motion cues
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to ensure accurate and reliable temporal data associations for droplet tracking. For the
appearance, we compute the cosine similarity to measure the similarity between two vectors
Fi and Fj (i.e., feature vectors coming from (8)) that represent droplets in consecutive frames
i and j, providing the cosine of the angle between the two droplet vectors, which represents
their orientation. This metric measures the matching cost between the feature set of the
droplet and the feature of the detection during the association process.

On the other hand, for the motion cues we employ the Kalman filter, a powerful
tool for predicting the expected locations of droplets in the current frame based on their
previous positions and the physics of motion. The Kalman filter works by iteratively
updating the estimates of droplet positions as new video frames become available. This
effectively minimizes the estimation error by incorporating both the new measurements
and the motion predictions in a statistically optimal way, as described in Algorithm 2. We
also measure the spatiotemporal dissimilarity between the motion state of droplets and
incoming new detections using the Mahalanobis distance. This distance metric takes into
account the covariance of the data, and can effectively handle the inherent motion and
occlusion challenges present in droplet tracking.

The cost matrix for droplet association is then computed as a weighted sum of the
appearance cost and the motion cost. This fusion of appearance and motion cues pro-
vides a comprehensive measure for data association, ensuring that the matched pairs of
droplets between frames are visually similar and have consistent motion patterns. The data
association process in our method can be represented as follows:

(Matches, Predictions) = DataAssociation(F, PreviousTracks) (9)

where Matches indicates the matched pairs of droplets between frames and Predictions
denotes the predicted locations of droplets in the current frame.

To maintain the integrity and continuity of the droplet tracks, we incorporate a track
management technique. This technique predicts the positions of existing droplet tracks
based on estimated motion models and applies track fragmentation and merging strategies
to handle occlusions or interruptions, helping to ensure the reliable and seamless tracking
of droplets. Furthermore, we integrate track verification and filtering techniques to enhance
the reliability and accuracy of tracked droplets. These techniques include track consistency
checks such as motion coherence and spatial consistency as well as confidence estimation
methods. By validating the quality of droplet tracks and filtering out false positives or
noisy tracks, our approach significantly improves the accuracy and robustness of the
tracked droplets.

Track verification can be achieved by assessing the consistency of the predicted tracks
with respect to their motion and spatial attributes. Specifically, the predicted velocity of a
droplet track can be compared to the average velocity of nearby droplet tracks using the
following equation:

Consistency(t) = |Velocity(t)−AvgVelocity(t− 1 : t + 1)| (10)

where Velocity(t) represents the predicted velocity of the droplet track at time t and
AvgVelocity(t− 1 : t + 1) denotes the average velocity of nearby droplet tracks at times
t− 1 to t + 1. If the consistency value exceeds a predefined threshold, the droplet track can
be considered inconsistent and subjected to further filtering.

Confidence estimation is another important aspect of track verification. By assigning
a confidence score to each droplet track, the algorithm can differentiate between reliable
and uncertain droplet tracks. Confidence is estimated based on the track length, spatial
accuracy, and feature similarity with other droplet tracks. The confidence score is calculated
as follows:

Confidence(t) = TrackLength(t)× SpatialAccuracy(t)× FeatureSimilarity(t) (11)
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where TrackLength(t) represents the length of the droplet track at time t, SpatialAccuracy(t)
indicates the spatial accuracy of the droplet track, and FeatureSimilarity(t) reflects the
similarity between the droplet track’s features and the features of nearby tracks [23]. By
combining consistency checks and confidence estimation, the tracker effectively verifies
and filters the droplet tracks, ensuring that only reliable and meaningful droplet tracks are
retained for further analysis.

3.2.4. Step 4: Track Maintenance and Termination

Track maintenance and termination are vital components in our OCDT methodology,
helping to ensure that the tracking process remains efficient, accurate, and adaptable to
changing conditions. This step involves the following key aspects:

Track Maintenance: For tracks that do not receive a matching detection in the current
frame, our method applies motion models or prediction algorithms to update the track’s
state estimation and retains their ID in case there are matches in future frames. The method
includes mechanisms to manage the age and visibility of tracks, including incrementing
the age of a track for each frame and updating visibility metrics based on recent detections.
Additionally, our OCDT method dynamically adjusts tracking parameters (e.g., similarity
thresholds and motion models) based on observed conditions.

Track Termination: If a track does not receive any matching detection for a defined
number of consecutive frames, then it is marked as inactive or deleted from the set of
tracks. If a track moves outside a defined region of interest or violates spatial constraints,
then it is terminated. Our OCDT employs specific criteria for track termination, including
low confidence scores, erratic motion patterns, or inconsistent appearance features. Our
algorithm concludes with postprocessing steps to refine the tracked droplet trajectories and
generate insightful visualizations. Trajectory analysis techniques, including interpolation
and smoothing, are employed to enhance the visual quality and interpretability of the
droplet tracking results. Additionally, the droplet tracker enables seamless integration with
other applications or systems, facilitating further analysis and interactions with the tracked
droplets. Algorithm 2 explains the OCDT tracking procedure in detail.

OCDT leverages a droplet detection algorithm from our previous work optimized for
the detection of small and fast-moving objects. This is an enhancement over the general
object detection used in OC-SORT, which may not perform as well in specialized tasks such
as droplet tracking. OCDT introduces advanced feature extraction using a Re-Identification
(ReID) model specifically tuned for droplets. This model captures fine-grained features
such as shape, size, and texture that are critical for accurately re-identifying droplets across
frames, something that is not emphasized in OC-SORT. OCDT improves upon OC-SORT’s
data association by combining appearance-based cues with motion-based predictions.
The integration of a Kalman filter for motion prediction and use of the Mahalanobis
distance for spatiotemporal matching enhance the algorithm’s ability to maintain accurate
droplet identities across frames even in challenging conditions. OCDT introduces more
sophisticated track management techniques tailored to the unique challenges of droplet
tracking, including consistency checks and confidence estimation.
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Algorithm 2 Pseudocode explaining droplet tracking Method 2: OCDT Tracker
Input: Video frames

1: Initialize an empty set of tracks.
2: for each frame in the video sequence do
3: Perform object detection to obtain a set of bounding box detections for the current frame.
4: for each detection do
5: Find the best matching track for the detection based on chosen similarity metrics (IOU and

appearance similarity).
6: for each track t in the set of tracks do
7: Compute the similarity score sim(t, detection) based on the chosen metric.
8: end for
9: Assign the detection to the track with the highest similarity score, if it exceeds a predefined

threshold.
10: if a matching track is found and satisfies certain criteria then
11: Update the matched track with the current detection.
12: Update the track’s state estimation using the Kalman filter equations:

Prediction: x(t) = F · x(t− 1) + w(t− 1),

P(t) = F · P(t− 1) · FT + Q(t− 1),

Update: K(t) = P(t) · HT · (H · P(t) · HT + R)−1,

x(t) = x(t) + K(t) · (z(t)− H · x(t)),
P(t) = (I − K(t) · H) · P(t),

where F represents the state transition matrix, x(t) is the state vector, w(t) is the process noise, P(t)
is the state covariance matrix, Q(t) is the process noise covariance matrix, H is the observation
matrix, R is the measurement noise covariance matrix, and z(t) is the observation vector.

13: Update any other relevant track attributes (e.g., age, visibility).
14: end if
15: if no matching track is found or the matching track does not meet the criteria then
16: Initialize a new track with the current detection.
17: Assign a unique ID to the new track.
18: Initialize the track’s state estimation using the detection information.
19: Add the new track to the set of tracks.
20: end if
21: end for
22: Perform track maintenance.
23: for each unassigned track do
24: Update the track’s state estimation using motion models or prediction algorithms.
25: end for
26: for each track do
27: if the track does not receive any matching detection for a defined number of frames then
28: Mark the track as inactive or delete it from the set of tracks.
29: end if
30: if the track goes outside then
31: the defined region of interest
32: Terminate the track and remove it from the set of tracks.
33: end if
34: end for
35: end for
36: Output the final set of tracks along with their associated states and any additional information.

Output: Tracked droplet trajectories

3.3. Method 3: Droplet Tracker via Adaptation of StrongSORT

In this subsection, we describe our Droplet Tracker via Adaptation of
StrongSORT(DTAS) method for precise and reliable droplet tracking in video sequences.
This approach, while inspired by the foundation laid by the StrongSORT algorithm [23],
has been adapted to better suit our needs and tailored to the unique challenges of droplet
tracking. We walk through the key steps in our method, including preprocessing, ob-
ject detection, feature extraction, data association, track management, track verification
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and filtering, and postprocessing. Each of these stages has been carefully designed and
implemented to substantially improve the overall accuracy and reliability of our droplet
tracking system. The following description provides a detailed walkthrough of each step
in Algorithm 3, highlighting the key components and techniques used for precise and reliable
droplet tracking.

• Preprocessing: The video frames are preprocessed by resizing, denoising, and normal-
izing to prepare them for object detection.

• Initialization: An empty list of tracks is initialized to store the droplet trajectories.
• Droplet Detection: For each frame in the video, droplets are detected using a cus-

tomized droplet detector trained specifically for this purpose.
• Feature Extraction: Features are extracted from the detected objects using the Omni-

Scale Feature Re-Identification (ReID) model, providing robust and discriminative
representations of the droplets.

• Track Creation and Management:

– First Frame: If the frame is the first frame, then a new track is created for each
detected object.

– Subsequent Frames: Data association is performed using a two-pronged approach
that combines appearance and motion cues. The association metric is calculated
based on the similarity between existing tracks and detected objects.

– Track Update: Existing tracks are updated based on the associations, and un-
matched detections are evaluated to create new tracks.

• Position Prediction: The position of existing tracks is predicted using a state transition
model.

• Handling Occlusions and Interruptions: Techniques such as track fragmentation and
merging strategies are applied to handle occlusions or interruptions in the tracking
process.

• Track Verification and Filtering: The tracks are verified and filtered to remove potential
false positives and noisy tracks. This step involves consistency checks and confidence
estimation methods to ensure the quality of the tracked droplets.

• Postprocessing and Visualization: Postprocessing and visualization techniques are
applied to enhance the presentation of the tracked droplet trajectories.

• Output: The final output of the algorithm consists of the tracked droplet trajectories,
providing a comprehensive and accurate representation of the droplets’ movements
throughout the video sequence.

DTAS includes specific preprocessing steps such as denoising and normalization that
are critical for handling the high variability in droplet appearance due to environmental
factors. DTAS uses a customized droplet detector trained specifically for identifying
droplets in video frames. This detector is more specialized than the general object detectors
used in StrongSORT, which may not perform as well on small and fast-moving objects
such as droplets. Similar to OCDT, DTAS employs an Omni-Scale Feature Re-Identification
(ReID) model to extract robust features from detected droplets. This is coupled with an
advanced data association strategy that merges appearance and motion cues, ensuring
accurate tracking even under occlusion or rapid movement conditions. DTAS introduces
advanced track management strategies, including handling occlusions and interruptions,
which is critical for maintaining continuous tracking in dynamic environments. These
features extend the capabilities of StrongSORT, making it more suitable for droplet tracking.
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Algorithm 3 Pseudocode explaining droplet tracking Method 3
Input: Video frames

1: Preprocess video frames (resize, denoise, normalize)
2: Initialize an empty list of tracks
3: for each frame in video frames do
4: Detect objects in the current frame
5: Extract features from the detected objects
6: if it’s the first frame then
7: for each detection in Detected objects do
8: Create a new track with the detection
9: end for

10: else
11: Perform data association

Association metric = max
i,j

(
similarity(ti, dj)

)
12: Update the existing tracks based on the associations
13: for each unmatched detection in Unmatched detections do
14: if meetsCertainCriteria(unmatched detection) then
15: Create a new track with the unmatched detection
16: end if
17: end for
18: end if
19: Predict the position of existing tracks

x̂k|k−1 = F · xk−1|k−1

20: Handle occlusions or track interruptions
21: Update the tracks with the new detections
22: Verify and filter the tracks to remove potential false positives or noisy tracks
23: Perform any desired post-processing or visualization
24: end for
25: function meetsCertainCriteria(detection):
26: if (detection.confidence > confidenceThreshold and detection.size within sizeRange

and motionConsistent(detection) and withinSpatialConstraints(detection)) then
27: return true
28: else:
29: return false
30: end if

Output: Tracked droplet trajectories

4. Annotation and Augmentation of Experimental Data

The datasets used and analyzed during the current study are available from the
corresponding author upon reasonable request. For the successful development of a deep
learning-based model capable of precise and robust droplet tracking, the creation of a new
dataset tailored to meet the following specific criteria is imperative:

• Varied Droplet Dynamics: The dataset must encompass a wide array of droplet
characteristics, including differences in size, shape, and movement patterns. This
diversity is essential for training a robust detection algorithm to accurately generalize
across various droplet behaviors and adapt to unpredictability.

• High-Quality Imaging Standards: The collected images should span a range of lighting
conditions and backgrounds, and should be captured using an assortment of imaging
techniques. Inclusion of images taken from multiple perspectives, distances, and
contextual settings enhances the robustness of the detection algorithm under real-
world conditions.
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• Multiplicity of Droplet Scenes: It is crucial that the dataset include instances where
numerous droplets are present within a single frame. Such complexity challenges the
model to effectively track multiple targets and discriminate between adjacent droplet
paths annotated with distinct bounding boxes and identifiers.

• Ample Training Volume: The dataset should contain a substantial volume of annotated
images for the training and validation phases. Data of sufficient breadth are vital for
allowing the model to develop reliable feature recognition capabilities, in particular to
accommodate the extensive parameter space typical of deep learning models.

4.1. Self-Supervised Annotation Process

To fulfill the outlined prerequisites, we embarked on an extensive data collection
initiative, capturing an extensive collection of images and videos of droplets released
from a variety of nozzles. A comprehensive database was then constructed from these
visuals, delineated into subsets for training, validation, and testing. Assembling such an
extensive trove of droplet data is an arduous endeavor, made particularly laborious due
to the manual annotation required for each droplet across thousands of frames. As this
manual process is characterized by its sluggish pace, susceptibility to human error, and
limitations in scalability, it presents a bottleneck.

To streamline this labor-intensive process, we propose an integrated solution: an
automatic annotation tool conceived to operate in tandem with the deep learning model
established earlier in our study. Initially, we laid the groundwork by manually annotating
a modest subset of droplet data which served to train an initial droplet detection model.
This precursor model was then deployed to autonomously identify and categorize droplets
within new images, methodically assigning bounding boxes and labels. The subsequent
phase involved manually refining these preliminary annotations to ensure accuracy. While
manual intervention is not entirely eliminated, its role is significantly diminished, with the
bulk of the annotation workload shouldered by the automatic tool.

The implementation of this tool for droplet tracking marks a paradigm shift in anno-
tation efficiency, drastically curtailing the time and labor traditionally required to curate
datasets of considerable magnitude. Such enhanced productivity is indispensable for man-
aging the vast quantities of droplet instances encountered in our research. At this advanced
stage, the detector’s proficiency negates the need for manual labeling in training droplet
tracking models, with the exception of the necessary task of associating individual droplet
identities.

4.2. Data Augmentation

Additionally, image augmentation techniques were implemented to augment the
dataset, thereby increasing its size and diversity. Prior studies have demonstrated that
image augmentation yields improved classification and detection outcomes, as evidenced
by the controlled experiments conducted in [19,28]. In this work, we utilized three specific
data augmentation methods: (1) Cutout, which involves removing random sections of the
image, effectively “cutting out” patches to enhance generalization; (2) Noise, where random
noise is added to the image to help the model become more robust to slight variations; and
(3) Mosaic, a technique that combines parts of different images into a single image, creating
a mosaic pattern to help the model recognize objects in various contexts. The effects of
these augmentations are illustrated in Figure 2. Cutout augmentation works by randomly
masking out sections of the image during training. This forces the model to learn to detect
and classify objects even when part of the object or background is missing, leading to better
generalization. As shown in the figure, the model trained with Cutout augmentation tends
to focus on detecting the most prominent droplets. However, compared to the Mosaic and
Noise augmentations, the model might miss smaller or partially obscured objects, as it has
been trained to expect that portions of the image can be occluded. While this technique can
help to reduce overfitting, there is a tradeoff in sensitivity, as the model might ignore smaller
droplets that are not fully visible or ones that appear in regions frequently masked during
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training. Despite this, Cutout augmentation can enhance the robustness of the model by
improving its ability to make predictions from incomplete data, which can be particularly
useful in real-world scenarios where objects might be occluded or only partially visible. By
introducing the Noise augmentation, the model learns to become more resilient to small
variations in the data that do not change the fundamental features of the objects. In the
context of droplet detection, this augmentation helps the model focus on the key features
that define a droplet, rather than being misled by minor image distortions. In the figure, the
magenta boxes indicate the detected droplets; while the model performs well, it appears
that introduction of the Noise augmentation may have led to a slight reduction in the
number of detections compared to the Mosaic-augmented model. Mosaic augmentation is
the most effective technique for enhancing dataset diversity. Mosaic augmentation involves
stitching together parts of different images to create a new composite image, with objects
appearing in various positions, scales, and contexts. This augmentation technique allows
the model to see objects in different configurations, which leads to improved generalization
when detecting objects in varying conditions. In Figure 2a, the model trained with Mosaic
augmentation produces the highest number of detections, as indicated by the numerous
green boxes around the droplets. The model is able to detect droplets of various sizes and
in different regions of the image, suggesting that Mosaic augmentation helps the model
to become more versatile. By combining parts of different images, Mosaic augmentation
encourages the model to learn features that are invariant to changes in position, scale, and
context, leading to better overall performance in detecting a wide variety of objects. As
a result, the Mosaic augmentation technique was identified as the optimal method for
enhancing classification and tracking performance in this project. The parameters for the
Cutout and Noise techniques were determined from the existing literature and our initial
experimental evaluations. Specifically, the Cutout technique involved removing 10% of
random sections from the images, while the Noise technique added 5% random noise to the
images. These settings were selected to avoid excessive data distortion that could hinder
the model’s learning process. While it is conceivable that more aggressive augmentation
(e.g., greater than 10% removal in Cutout or addition of more than 5% Noise) could lead to
different outcomes, in this study we found the Mosaic augmentation technique to be the
most effective.

(a) (b) (c) (d)

Figure 2. Effects of different data augmentation techniques on model predictions. (a) Illustration
of the Mosaic augmentation technique used to enhance dataset diversity. Model predictions after
training with different augmentation methods: (b) Mosaic augmentation, (c) Cutout augmentation,
and (d) Noise augmentation.

4.3. Data Organization

The database was divided into three distinct subsets, namely, the training set, vali-
dation set, and testing set. The training set is composed of images employed for training
the AI models, enabling them to learn and optimize their parameters. The validation
set is dedicated to evaluating the performance and fine-tuning of the models during the
training process. Finally, evaluation of the model’s performance on the validation set,
particularly through the assessment of the loss metric, plays a pivotal role in gauging its
generalization capabilities. The loss metric provides valuable insights into how effectively
the model can apply the acquired knowledge to previously unseen droplet data. Conse-
quently, the performance analysis on the validation set serves as valuable guidance for
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making informed decisions pertaining to parameter updates and regularization techniques
aimed at enhancing the model’s overall performance and effectiveness. The testing set
consists of images that are entirely unseen by the model, serving to provide an independent
assessment of its generalization capabilities. Our newly constructed dataset represents a
substantial expansion compared to the dataset utilized in our previous work [20], amount-
ing to twelve times its previous size. Specifically, the training, validation, and testing
subsets encompass 6124, 494, and 275 images, respectively; moreover, the corresponding
number of droplets annotated in the training set amounts to 6604, while the validation and
testing sets respectively comprise 825 and 820 droplets. After training the model, it was
utilized to extract the dynamic properties of the droplets, as described in the next section.

4.4. Optimization through Network Pruning

In pursuit of optimizing neural network architectures for droplet tracking tasks, this
section discusses the application of network pruning strategies. Initially, the developed
neural network architectures exhibited substantial complexity, with numerous weights
and connections, leading to significant demands on computational resources and memory
during both the training and deployment phases.

To enhance the efficiency of the model, we employed a network pruning technique
aimed at simplifying the network structure by eliminating superfluous connections and
weights. This results in a leaner model that is not only quicker to execute but also more
memory-efficient, which is particularly beneficial for deployment on devices with lim-
ited resources such as mobile embedded systems or drones. Moreover, a reduced model
size translates into lower energy consumption, which is a vital consideration for battery-
dependent devices such as field vehicles and UAVs. The pruning process and its method-
ology are elucidated in Algorithm 4, which outlines our systematic approach to refining
the network.

Algorithm 4 Pseudocode for network pruning with defined threshold
Input: Fully trained neural network, pruning threshold

1: Assess the significance of network connections
2: for each network layer do
3: Evaluate the significance based on the established pruning criteria
4: Catalog the significance scores
5: end for
6: Eliminate connections below the significance threshold
7: Retrain the network to regain performance
8: Iterate until the network reaches desired compactness

Output: Refined and retrained neural network

Significance Assessment: This critical step involves assigning a significance score to
each element within the network structure, such as layers, neurons, and individual weights,
based on a predetermined pruning criterion. This score determines the element’s relative
importance to the network’s overall predictive capability.

In this study, we adopted the magnitude of weights as the metric for assessing signifi-
cance. The methodology behind utilizing weight magnitudes for assessing significance is
as follows:

1. Magnitude Calculation: Compute the absolute value of each weight to determine
its magnitude.

2. Magnitude Normalization: Scale the magnitudes by the maximum observed across
the network to ensure that all values lie between zero and one.

3. Score Assignment: Directly equate a weight’s normalized magnitude to its significance
score.
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Pruning Threshold Application: Following the significance assessment, those connec-
tions deemed to be least important are pruned away according to the predefined threshold.
This threshold serves as a cutoff point below which connections are considered expendable.

Network Refinement: The final step is to fine-tune the pruned network. This fine-
tuning involves a secondary training phase, typically with a reduced learning rate, to
restore any loss of predictive accuracy resulting from the pruning process.

Algorithm 4 presents a comprehensive guide to the network pruning technique
from start to finish, detailing the steps from significance scoring to network refinement.
Algorithm 5 specifically addresses the calculation of significance scores for network weights,
which is a pivotal component in the pruning procedure. The algorithm begins by initializ-
ing a structure to store the significance scores. It then proceeds to calculate the L1 and L2
norms for the weights in each network layer. These norms serve as a measure of weight
magnitude, and are recorded against each weight. After all scores have been calculated,
they are normalized relative to the total number of weights within the network to ensure
that each score is proportionate and facilitate the subsequent pruning phase. The result is a
set of normalized significance scores that reflect each weight’s value with respect to the
network’s performance.

Algorithm 5 Procedure for calculating weight importance in a neural network
Input: Pretrained neural network

1: Initialize an empty list to store importance scores for each layer.
2: for each layer in the network do
3: Retrieve all weights for the current layer.
4: Calculate the absolute sum of the weights to reflect their overall contribution:

Total Weight Influence =
n

∑
i=1
|wi|

5: Compute the square of each weight, and then calculate the total influence based on
these squared values:

Squared Influence =
n

∑
i=1

w2
i

6: Store both the total weight influence and squared influence for the current layer.
7: end for
8: Adjust the stored scores by scaling them relative to the total number of weights across

all layers.
Output: Scaled importance scores for each layer’s weights.

5. Estimation of Droplet Properties

The ultimate goal of our study is to develop a tool that can lead to measurements of
the characteristics of droplets sprayed from agricultural nozzles, for example, their size and
velocity. In the reliable and precise method for detection and tracking of droplets proposed
in this paper, droplet size is estimated by simply converting the size of the droplet bounding
box from pixels to physical units, taking into account the specifications of the camera setup.
Estimating the instantaneous velocity of droplets is trickier, as this requires deducing the
physics of droplet motion between frames. In particular, Algorithm 6 details the method
implemented to approximate droplet velocity by computing the displacement of a droplet
between the previous position and current position of a droplet across consecutive video
frames over the time difference between the frames. This instantaneous velocity can then
be converted to the release velocity vr at the nozzle outlet by vr

x = vx and vr
y = vy − g∆t,

where g is the gravitational acceleration and ∆t is the time difference between frames. Both
instantaneous velocity and release velocity are critical information in crop spaying systems;
instantaneous velocity is the velocity at which a droplets hits a plant, while release velocity
is the immediate result of nozzle design and specifications.
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Algorithm 6 Pseudocode for estimating droplet velocity using droplet tracking methods

1: Input: A sequence of video frames containing droplets
2: Input: detected_droplets← A list of detected droplets with their bounding box coordi-

nates
3: Input: frame_ids← A list of frame identifiers corresponding to detected droplets
4: Input: tracked_trajectories← A set of tracked droplet trajectories
5: for trajectory in tracked_trajectories do
6: positions← trajectory.positions
7: for i = 1 to len(positions) - 1 do
8: ∆x = positions[i][0]− positions[i− 1][0]
9: ∆y = positions[i][1]− positions[i− 1][1]

10: ∆t = positions[i][2]− positions[i− 1][2]
11: vx = ∆x

∆t
12: vy = ∆y

∆t
13: velocities.append((v_x, v_y))
14: end for
15: end for

Output: estimated_velocities

6. Evaluation Metrics
Droplet Tracking Performance Metrics

We now present the performance metrics for assessing droplet tracking. We employ
two important metrics, namely, Multiple Object Tracking Accuracy (MOTA) and Multiple
Object Tracking Precision (MOTP). MOTA quantifies the accuracy of the tracking algorithm
by considering both missed detections and false positives. It measures the percentage of
tracking errors, taking into account the number of missed detections, False Positives (FPs),
and False Negatives (FNs). A lower MOTA value indicates better tracking accuracy. In the
context of MOTA, an FP is a detection where no droplet should have been detected (similar
to mAP) and an FN is a missed detection where a droplet should have been detected (again
similar to mAP). To calculate MOTA for droplet tracking, we consider FPs, FNs, and the
following components:

• Missed Detections (MDs): This refers to the number of undetected droplets, indicating
instances where a droplet is not detected and consequently has no corresponding
assigned track.

• Total Ground Truth Droplets (GT): This corresponds to the ground truth total number
of droplets in the dataset.

The MOTA for droplet tracking is then calculated using the following formula:

MOTA = 1− FP + MD + FN
GT

. (12)

On the other hand, MOTP assesses the precision of droplet tracking by calculating
the average distance between the predicted and ground truth object centroids, providing a
measure of localization accuracy. A lower MOTP value indicates better precision in object
tracking. The MOTP for droplet tracking is computed as follows:

MOTP =
TD
TP

(13)

where TP (True Positives) refers to the number of tracks correctly assigned in the droplet
tracking process and TD (Total Distance) indicates the aggregate Euclidean distance be-
tween the predicted and actual locations of droplets for all correct assignments.

By evaluating the algorithms using these metrics, we can obtain a comprehensive as-
sessment of their performance. MOTA captures the accuracy of object tracking, while MOTP
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evaluates its precision. These metrics enable a quantitative comparison of different algorithms
and provide valuable insights into the algorithms’ effectiveness in droplet tracking.

7. Experimental Results
7.1. Comparison of the Three Proposed Droplet Tracking Methods

To rigorously evaluate the effectiveness of the proposed droplet detection and tracking
methods, we conducted a series of experiments designed to mimic real-world scenarios.
The three methods were tested on a dataset composed of high-resolution video sequences
capturing a variety of droplet movement patterns and interactions. The dataset was
partially annotated by a domain expert to create a ground truth for tracking accuracy
assessment. The evaluation was structured to provide a multifaceted view of each method’s
performance. First, we computed precision–recall curves, which served as the primary
indicator of detection and tracking accuracy. A perfect tracking method would achieve
a precision and recall of 1.0, indicating that all droplets were tracked without any false
positives or misses.

In addition to precision and recall, we employed Intersection over Union (IoU)
heatmaps to visualize the spatial accuracy of tracking on a frame-by-frame basis. The
IoU metric is particularly useful for understanding how well a tracking algorithm aligns
with the actual droplet locations over successive frames. The heatmaps provide a color-
coded representation of the tracking accuracy, with warmer colors indicating higher overlap
between the predicted and ground truth droplet locations. To complement these metrics,
the Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking Precision
(MOTP) scores were calculated. The MOTA accounts for all errors made by the tracker,
including false positives, missed targets, and identity switches, while the MOTP measures
the alignment precision between predicted and actual droplet positions.

Our experimental setup was completed with an analysis of the computational ef-
ficiency of the three methods. We performed inference timing on different hardware
platforms to assess the real-world applicability of our approaches in time-sensitive envi-
ronments. The models were also subjected to a pruning process to evaluate the impact
of model simplification on inference time without significantly compromising tracking
accuracy. The following sections detail the experimental procedures, results, and analyses
that substantiate the performance and efficiency claims of our proposed droplet tracking
methods.

The precision–recall curves provided in Figure 3 offer insights into a comprehensive
evaluation of the three tracking methods. Precision reflects the proportion of correctly
identified and tracked droplets (true positives) among all detections labeled as droplets
(true and false positives), while recall represents the proportion of actual droplets that were
correctly identified and tracked (true positives) out of all actual droplets in the images (true
positives and false negatives). The BSET-DT method, depicted by the solid blue line with
circle markers, demonstrates a high level of precision at lower recall levels, indicating its
effectiveness in accurately detecting and tracking droplets with minimal misidentification.
As recall increases from 0.0 to 0.8, BSET-DT shows commendable consistency in precision
between 0.9–1.0, suggesting its robustness in tracking droplets across various scenarios.
The OCDT method, represented by the dashed orange line with square markers, begins
with slightly lower precision, then decreases more sharply as recall increases beyond 0.9,
indicating more frequent misidentifications or tracking errors. However, OCDT performs
relatively well at high recall levels, maintaining a good balance between precision and recall.
The DTAS method, denoted by the dash-dot green line with triangle markers, competes
closely with OCDT at lower recall levels. However, as recall increases OCDT shows a
relatively better performance compared to DTAS, maintaining higher precision at high
recall levels. This suggests that while DTAS performs well in scenarios where a balanced
tradeoff between precision and recall is acceptable, it may not be as advantageous as
OCDT when high recall is the priority, especially in applications where maintaining higher
precision is critical at these levels. Therefore, DTAS could still be useful in situations where
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recall is important, but users should consider that OCDT may provide a better overall
balance of precision and recall, particularly when high recall is desired.

In essence, this graph highlights the tradeoffs between precision and recall for three
different droplet tracking methods. BSET-DT is a consistent performer, with high precision
across a range of recall levels, making it a suitable choice for applications where accuracy
is paramount. Although it starts with slightly lower precision compared to BSET-DT,
OCDT maintains a good balance between precision and recall, demonstrating improved
resilience at higher recall levels. This makes OCDT a robust choice for applications that
require a balance between precision and recall across various scenarios. While not as
precise as BSET-DT and OCDT at the lower recall levels, DTAS shows a degree of resilience
by maintaining moderate precision as recall increases, before experiencing a precipitous
drop. This suggests that DTAS might be preferable in situations where a higher recall is
necessary, despite a potential loss in precision. Overall, the graph serves as a crucial tool for
evaluating which tracking method best aligns with the specific requirements of accuracy
and completeness in droplet tracking tasks. By considering the strengths of each method—
BSET-DT’s high precision, OCDT’s balance and resilience, and DTAS’s performance at
high recall values—users can make informed decisions based on the specific needs of
the application.

Figure 3. Precision–recall curve comparing the performance of the three tracking methods: BSET-DT
(blue curve with circle markers), OCDT (orange curve with square markers), and DTAS (green curve
with triangle markers). The graph showcases the tradeoff between precision and recall for each
method across a range of threshold values.

In conjunction with the precision–recall analysis presented in Figure 3, the spatial
distribution heatmaps in Figure 4 provide a more granular understanding of the tracking
performance. These heatmaps display the average Intersection over Union (IoU) values
across a discretized grid over the spatial domain of the video frames. The heatmaps were
constructed as follows:



Agriculture 2024, 14, 1735 21 of 28

BSET-DT OCDT DTAS

Figure 4. Heatmaps representing the spatial distribution of average IoU values for droplet tracking
across three different methods. Warmer colors indicate higher IoU values, showing areas of accurate
tracking, while cooler colors signify lower IoU values, potentially indicating regions where tracking
accuracy diminishes; gray areas represent regions with no tracking data, which could be due to the
absence of droplets in these zones.

• Grid Creation: Each video frame was divided into a 10 × 10 grid, with each cell
representing a specific region of the frame. The grid was chosen to balance spatial
resolution with computational efficiency, ensuring large enough regions to capture
meaningful tracking data while still providing detailed spatial distribution.

• IoU Calculation: For each detected droplet in the ground truth, the IoU with the
corresponding detected droplet in the tracking data was calculated. The Intersection
over Union (IoU) quantifies the degree of overlap between the predicted bounding
box and the actual ground truth bounding box, with a higher IoU value signifying
greater alignment and accuracy.

• Data Aggregation: The IoU values were aggregated for each grid cell based on the
normalized center coordinates of the droplets. This aggregation allows an average
IoU value to be calculated for each cell across the entire video sequence.

• Visualization: The final heatmaps were visualized using a colormap; warmer colors
(e.g., yellow, red) indicate higher average IoU values, representing regions where
the tracking algorithm performs well, while cooler colors and gray areas respectively
indicate lower IoU values and the absence of tracking data.

Notably, BSET-DT and OCDT demonstrate a high density of accurate tracking (IoU
close to 1) in the central regions where droplets are predominantly present. In contrast,
DTAS exhibits lower IoU values in similar regions, consistent with its lower MOTA score,
as shown in Table 1. The presence of gray areas in the heatmaps indicates regions without
any droplet tracking data. This absence is primarily due to two factors: first, the natural
distribution of droplets, which is densest in the center of the frame, and second, the
potential limitations of the tracking algorithms in detecting droplets near the frame’s
periphery. The heatmaps underscore the robustness of Methods 1 and 2 in maintaining
high tracking accuracy where it matters most, confirming their suitability for droplet
tracking applications that demand high precision.

Table 1 above presents the experimental results of the three methods designed earlier
in this paper for droplet tracking. The performance of the methods is evaluated using
two metrics, MOTA and MOTP. The results show that BSET-DT and OCDT achieve about
the same MOTA, with 0.899 and 0.896, respectively, while DTAS achieves the lowest MOTA
score of 0.804. In terms of MOTP, BSET-DT achieves the highest score of 0.833, followed by
DTAS with a score of 0.815 and OCDT with 0.823. These results indicate that BSET-DT and
OCDT outperform the other method in terms of MOTA, which is a widely used metric for
measuring the overall performance of an object tracking system. MOTA takes into account
false positives, false negatives, and identity switches, providing a comprehensive measure
of the system’s performance. The excellent MOTA scores of BSET-DT and OCDT suggest
that they can track droplets with greater accuracy and robustness as compared to DTAS.
Overall, the experimental results demonstrate that BSET-DT and OCDT offer the most
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effective frameworks for droplet tracking, as they achieve the highest MOTA and MOTP
scores among the proposed methods. The remaining methods (BoT-SORT, OC-SORT, and
StrongSORT) show significantly lower performance in terms of both MOTA and MOTP.
BoT-SORT and OC-SORT achieve MOTA scores of 0.640 and 0.627, respectively, while their
respective MOTP scores are also relatively low at 0.450 and 0.514. StrongSORT performs
the worst among the tested methods, with an MOTA of 0.571 and MOTP of 0.638. The
Kalman filter method, often used as a baseline, shows the lowest performance across both
metrics, with an MOTA of 0.412 and MOTP of 0.411, further highlighting the effectiveness
of the new methods proposed in this work.

Table 1. Experimental results of six methods on the droplet tracking task.

Method MOTA MOTP

BSET-DT 0.896 0.833

OCDT 0.899 0.823

DTAS 0.804 0.815

BoT-SORT 0.640 0.450

OC-SORT 0.627 0.514

StrongSORT 0.571 0.638

Kalman Filter 0.412 0.411

7.2. Improved Efficiency via Pruning

Our evaluation demonstrates that model pruning, which reduced the model’s size
by 30%, led to measurable improvements in the inference times for droplet detection
and tracking across various computing devices. The process of pruning optimizes the
model by removing less significant parameters and connections, which simplifies the
model architecture, thereby reducing the computational load and enhancing efficiency
during inference.

Tables 2 and 3 display the comparative inference times in milliseconds per frame
across devices with different GPU and CPU configurations. The devices in question include
a Jetson AGX Orin mobile computer, an HPC cluster, and a standard Work Station, each
with unique hardware specifications (refer to Table 2).

Following the application of the pruning algorithm (Algorithm 4), we observed the
following improvements:

• On the Jetson AGX Orin, the CPU inference time saw a modest improvement of 5.8%,
from 8193.4 ms to 7718.6 ms, whereas the GPU inference time saw a decrease of
approximately 3.6% from 47.8 ms to 46.1 ms.

• The HPC AI.Panther Supercomputer showed a 2.2% decrease in CPU inference time,
from 7921.5 ms to 7745.5 ms, and a more significant 12% reduction in GPU inference
time from 24.1 ms to 21.2 ms.

• The Work Station experienced slight improvements post-pruning, with the CPU and
GPU inference times dropping by 1.6% (from 8119.2 ms to 7992.4 ms) and 12.1% (from
35.6 ms to 31.28 ms), respectively.

The observed enhancements in inference times post-pruning are indicative of the tech-
nique’s effectiveness in reducing memory access demands and computational complexity.
By decreasing computational overhead, this optimization not only enables faster processing
but also potentially enhances parallelism and execution efficiency. These improvements are
especially pronounced when utilizing GPU resources, as evidenced by the notable decreases
in GPU inference times on both the HPC Supercomputer and the standard Work Station.

Our findings highlight the potential of model pruning as a valuable technique for opti-
mizing performance in droplet detection and tracking systems. The reduction in inference
time contributes to the feasibility of deploying these systems in real-world scenarios where
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rapid processing is crucial. The efficiencies gained through pruning are particularly rele-
vant for applications requiring real-time analysis, such as in-field agricultural assessments,
where such systems must operate under resource-constrained conditions.

Table 2. Devices used for inferencing deep learning models.

GPU CPU

Jetson AGX Orin NVIDIA Ampere ARM(R) Cortex(R)

Work Station NVIDIA GeForce RTX 3070 Intel(R) Core™ i7-i010700F

AI Supercomputer A100 AMD EPYC 7402P Rome

Table 3. Statistics on inference time (ms).

Before Pruning After Pruning

CPU GPU CPU GPU

Jetson AGX Orin 8193.4 47.8 7718.6 46.1

AI Supercomputer 7921.5 24.1 7745.5 21.2

Work Station 8119.2 35.6 7992.4 31.28

7.3. Comparison with an Existing Droplet Tracking Method

Figure 5 presents a comparative visualization of droplet tracking performance across
four sequential frames using the three deep learning-based methods (BSET-DT, OCDT,
DTAS) and the Kalman filter-based approach proposed in [20]. The Kalman filter-based
method (Column 1) serves as a preliminary benchmark. Although it successfully tracks
multiple droplets across frames, it exhibits shortcomings in consistently identifying all
droplets. This is evidenced by missing detections within these frames. Furthermore, the
Kalman filter-based method demonstrates a limitation in its ability to recover droplet iden-
tification; when a droplet is momentarily undetected and then reappears in a subsequent
frame, the Kalman filter fails to reassign the previously established ID, leading to potential
inaccuracies in tracking continuity.

In contrast, the BSET-DT method (Column 2) shows a marked improvement in detec-
tion precision, excelling in droplet detection and tracking. With its advanced appearance
descriptor, it not only detects a higher number of droplets but also demonstrates the re-
markable ability to recover the IDs of droplets even after they are temporarily undetected
for several frames. This feature significantly enhances the tracking accuracy over time. In
addition, the tracking boxes maintain consistency across frames, suggesting robust tracking
ability. OCDT (Column 3) follows closely behind BSET-DT, albeit detecting fewer droplets;
however, its performance is consistent, and it too can recover the IDs of droplets thanks to
its tracking mechanism. This ability to recover identifications after momentary detection
loss showcases the resilience of OCDT. Finally, similarly to OCDT, DTAS (Column 4) shows
a parallel level of performance. While it may not detect as many droplets as BSET-DT, it
maintains consistent tracking and exhibits the capability of reacquiring droplet IDs after
momentary lapses in detection, albeit not as effectively as the BSET-DT method. Overall,
the three deep learning-based methods demonstrate enhanced ability to detect and track
droplets compared to the traditional Kalman filter-based method, particularly in maintain-
ing track IDs and ensuring consistent detection across frames. This comparative analysis
underscores the advancements offered by deep learning approaches in the field of precision
tracking for agricultural applications.
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Figure 5. Comparative analysis of droplet tracking performance across sequential frames using
Kalman filter-based method and three deep learning methods (BSET-DT, OCDT, and DTAS). Each
droplet’s trajectory is illustrated by a series of dots in corresponding colors for each method, with
the color indicating the droplet’s identity across frames. The numbers associated with each droplet
in the figure represent their unique IDs, allowing for consistent identification and tracking across
the frames. The white lines represent the velocity vectors, showing the magnitude and direction
of the droplets’ velocities at each frame. This visualization highlights the ability of each method to
accurately track and predict the movement and speed of multiple droplets over time.

7.4. Validation against Actual Measurements

To validate the effectiveness and accuracy of our deep learning-based droplet tracking
methods, we conducted experiments comparing actual measurements of droplet distance,
size, and trajectory with the results calculated by our algorithm. These measurements
were initially obtained in pixel units from the high-speed video frames. Using a calibration
process involving a reference object with known dimensions, we converted these pixel-
based measurements into real-world units (millimeters). This comparison is crucial to
demonstrate the real-world applicability and precision of our approach.
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Measurement Setup

For our experiments, we used a high-speed camera capable of recording at 2000 frames
per second to capture detailed footage of droplets emitted from agricultural spray nozzles.
The camera was calibrated using a reference object with known dimensions in order to
accurately convert the pixel measurements into millimeters. This setup allowed us to track
the motion of droplets with high precision in terms of both size and movement over time.
The equipment used in this experiment included the following:

• High-Speed Camera: The camera was capable of capturing images at 2000 frames per
second, ensuring that even the fastest-moving droplets could be tracked.

• Calibration Object: A reference object with precisely known dimensions was placed
within the camera’s field of view to allow for accurate conversion from pixel measure-
ments to millimeters.

• Spray Nozzles: Agricultural nozzles were used to emit droplets under controlled
conditions, ensuring consistent droplet characteristics.

The distance traveled by each droplet between consecutive frames was measured
in pixels and then converted to millimeters using the calibration data. The size of each
droplet was measured by calculating the area of its bounding box in pixels, which was then
converted to a physical size in millimeters. The trajectory of each droplet was determined
by tracking its position across multiple frames. The displacement over time was used to
calculate the trajectory in real-world units.

The measurements obtained from the high-speed camera were directly compared to
the results produced by our three deep learning-based tracking methods (BSET-DT, OCDT,
and DTAS). This comparison was made using three key metrics: Mean Absolute Error
(MAE), Root Mean Square Error (RMSE), and correlation coefficient (R), which evaluates
the agreement between the actual measurements and the algorithm’s predictions.

The results shown in Tables 4–6 that our deep learning-based tracking methods achieve
high accuracy in measuring droplet distance, size, and trajectory. In particular, the BSET-
DT method shows the lowest errors and highest correlation with actual measurements,
demonstrating its superior performance. Specifically, the BSET-DT method achieves a
mean absolute error (MAE) of 0.50 mm for droplet distance, 0.30 mm for droplet size, and
0.40 mm for droplet trajectory, all of which are lower than the corresponding values for
the OCDT and DTAS methods. This indicates that BSET-DT provides the most precise
measurements compared to the ground truth.

Table 4. Comparison of droplet distance measurements.

Method MAE (mm) RMSE (mm) R

BSET-DT 0.50 0.70 0.90

OCDT 0.60 0.80 0.85

DTAS 0.70 0.90 0.80

Table 5. Comparison of droplet size measurements.

Method MAE (mm) RMSE (mm) R

BSET-DT 0.30 0.40 0.92

OCDT 0.40 0.50 0.88

DTAS 0.50 0.60 0.85
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Table 6. Comparison of droplet trajectory measurements.

Method MAE (mm) RMSE (mm) R

BSET-DT 0.40 0.60 0.91

OCDT 0.50 0.70 0.87

DTAS 0.60 0.80 0.83

The Root Mean Square Error (RMSE) further supports this conclusion, with BSET-DT
exhibiting the smallest RMSE values across all three metrics. For droplet distance, BSET-DT
has an RMSE of 0.70 mm, better than 0.80 mm for OCDT and 0.90 mm for DTAS. Similarly,
for droplet size, BSET-DT’s RMSE is 0.40 mm, compared to 0.50 mm for OCDT and 0.60 mm
and DTAS. For droplet trajectory, BSET-DT has an RMSE of 0.60 mm, again indicating
better performance than OCDT and DTAS.

The correlation coefficient (R) values also highlight the strong agreement between our
algorithm’s predictions and the actual measurements. The BSET-DT method achieves corre-
lation coefficients of 0.90, 0.92, and 0.91 for droplet distance, size, and trajectory, respectively.
These high values demonstrate that the predictions from BSET-DT are closely aligned with
the actual measurements. While OCDT and DTAS also show strong correlation coefficients,
BSET-DT consistently outperforms them, indicating its robustness and reliability.

Overall, these findings provide strong evidence that our approach can effectively
measure and track droplets in real time, making it a valuable tool for optimizing agricultural
spray systems. By providing this detailed comparison, we address the editor’s comment
and offer readers a deeper understanding and more convincing evidence of the accuracy
and innovation of our tracking methods.

The particularly robust performance of the BSET-DT method suggests that it is well
suited for practical applications in agricultural spraying systems. Its high accuracy and
precision in measuring droplet characteristics can contribute significantly to improving the
efficiency and effectiveness of pesticide and fertilizer applications, ultimately supporting
more sustainable agricultural practices.

8. Conclusions

The research presented in this paper aims to advance agricultural spray systems
by offering innovative solutions for real-time tracking and analysis of sprayed droplets.
The cornerstone of this study is the development of three deep learning-based methods
that adeptly measure droplet characteristics, a vital aspect that dictates the efficacy and
environmental impact of agricultural spraying systems. The proposed BSET-DT, OCDT,
and DTAS methods all show substantial promise in addressing the limitations of traditional
tracking techniques. Our experimental results underline the superior performance of BSET-
DT and OCDT in terms of MOTA, with BSET-DT also leading in MOTP, indicating its high
tracking precision. These advancements ensure precise tracking in real time, potentially on
mobile platforms, and underscore the capability of the framework to operate in diverse
and dynamic conditions.

A delicate experimental setup with an array of precision nozzles and a high-speed
camera along with advanced automatic annotation tools enabled the creation of a large and
accurately labeled droplet dataset, which is crucial for training and validation. This dataset
represents a valuable resource for the precision agriculture community, as it may serve as a
benchmark for future research.

This study also delves into the importance of model pruning for optimizing deploy-
ment on resource-constrained devices. Our findings suggest that when performed correctly,
pruning can lead to significant improvements in computational efficiency without compro-
mising accuracy, thereby enhancing the practicality of the developed methods for real-world
applications.

In future work, the scalability and adaptability of the proposed framework could be
tested under various environmental conditions and with different nozzle designs to further
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validate its robustness and versatility. Moreover, recognizing that each of the three pro-
posed algorithms (BSET-DT, OCDT, and DTAS) has its own strengths, our future research
will explore the potential of integrating these strategies to construct a unified tracking
algorithm. Such an integrated approach could combine the advantages of each method,
potentially leading to even better overall performance in droplet tracking. Collaborations
with agronomists and environmental scientists could also enhance the practical impacts of
this research, ensuring that the technological solutions align with the industry’s needs and
contribute to the overarching goal of sustainable development.
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BSET-DT BoT-SORT Extension for Droplet Tracking
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MOTP Multiple Object Tracking Precision
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