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Abstract: Effective management of malignant weeds is critical to soybean growth. This study focuses
on addressing the critical challenges of targeted spraying operations for malignant weeds such as
Cirsium setosum, which severely threaten soybean yield in soybean fields. Specifically, this research
aims to tackle key issues in plant protection operations, including the precise identification of weeds,
the lightweight deployment of segmentation models, real-time requirements for spraying operations,
and the generalization ability of models in diverse field environments. To address these challenges,
this study proposes an improved weed instance segmentation model based on YOLOv8s-Seg, named
FCB-YOLOv8s-Seg, for targeted spraying operations in soybean fields. The FCB-YOLOv8s-Seg model
incorporates a lightweight backbone network to accelerate computations and reduce model size, with
optimized Squeeze-and-Excitation Networks (SENet) and Bidirectional Feature Pyramid Network
(BiFPN) modules integrated into the neck network to enhance weed recognition accuracy. Data
collected from real soybean field scenes were used for model training and testing. The results of
ablation experiments revealed that the FCB-YOLOv8s-Seg model achieved a mean average precision
of 95.18% for bounding box prediction and 96.63% for segmentation, marking an increase of 5.08%
and 7.43% over the original YOLOv8s-Seg model. While maintaining a balanced model scale, the
object detection and segmentation accuracy of this model surpass other existing classic models such
as YOLOv5s-Seg, Mask-RCNN, and YOLACT. The detection results in different scenes show that
the FCB-YOLOv8s-Seg model performs well in fine-grained feature segmentation in complex scenes.
Compared with several existing classical models, the FCB-YOLOv8s-Seg model demonstrates better
performance. Additionally, field tests on plots with varying weed densities and operational speeds
indicated an average segmentation rate of 91.30%, which is 6.38% higher than the original model. The
proposed algorithm shows higher accuracy and performance in practical field instance segmentation
tasks and is expected to provide strong technical support for promoting targeted spray operations.

Keywords: targeted spraying; weed recognition; instance segmentation; YOLOv8-Seg; FasterNet

1. Introduction

Soybeans are an important source of oil and grain and play an essential role in poultry
feed, international trade, etc. However, various malignant weeds in soybean fields threaten
the crop’s yield and quality [1]. These weeds compete with soybeans for essential resources
such as water, light, nutrients, and space, especially during the early and middle growth
stages [2]. Consequently, effective management of malignant weeds is essential. It is
necessary to ensure a high yield and high quality of crops, and it is a global concern that
demands ongoing attention and action [3,4].

Common weeding methods include biological weeding, manual weeding, chemical
weeding, mechanical weeding, and intelligent weeding. Biological weeding involves
introducing non-native organisms to suppress weed growth, but this approach may pose
risks to the local ecosystem [5]. Manual weeding has a high weed removal rate and minimal
crop damage, but it is unsuitable for large-area farmland. Chemical weeding, which uses
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spraying machinery for large-scale applications, is highly efficient. However, this method
cannot precisely target the location of weeds, leading to a large degree of agricultural
resource waste. Additionally, excessive chemical dispersal into the air and water can cause
environmental pollution and pose health risks to humans and animals [6]. Traditional
mechanical weeding primarily relies on equipment such as weeders and cultivators to
physically remove or cut weeds. Although effective before crop emergence, its low level of
automation often leads to accidental damage to crops post-emergence, causing irreversible
harm. Targeted weeding technologies, which focus on specific weed locations, have become
a key area of research in precision agriculture and the era of Agriculture 4.0 [7]. Intelligent
weeding methods (such as targeted spraying, row spraying, and laser weeding) offer precise
weed targeting, minimizing crop harm and reducing environmental chemical pollution. To
meet the growing demands of smart agriculture, agricultural production must adopt more
efficient and sustainable practices [8]. Notably, targeted spraying technology puts a higher
demand on accuracy and speed for weed location identification. Therefore, developing a
weed recognition algorithm with high accuracy, lightweight design, and fast recognition
speed is of great research significance to improve the intelligence level of agricultural
machinery and promote the development of precision agriculture.

For the problem of field weed recognition, scholars have carried out extensive related
research work using computer vision technology [9,10]. Traditional intelligent weed recog-
nition methods mainly rely on image processing and machine learning algorithms to extract
texture, shape, color, and spectrum features. Tufail et al. [11] implemented a support vector
machine (SVM) classifier using the texture, shape, and color features of tobacco plants, with
a classification accuracy of 96%. Agarwal et al. [12] proposed a machine learning weed
classification system based on the fusion of shape and texture features. They studied the
performance of SVM, K-nearest neighbors (KNN), multi-layer perceptron (MLP), and Naive
Bayes classifiers through 10-fold cross-validation. Results indicated that the SVM classifier
combined with shape, shape curvature, and texture features achieved an overall accuracy of
99.33%. These methods demonstrate the potential of machine learning for weed detection
in controlled environments. However, this approach has certain limitations in real-world
scenarios. These methods rely heavily on manually designed feature engineering, which
makes them less robust to changes in environmental conditions [10]. In addition, traditional
machine learning methods such as SVM are mostly used for image classification and are
difficult to directly use for image instance segmentation. Therefore, these characteristics
limit their application in precision pesticide application scenarios.

In contrast, modern deep learning methods have gained attention due to their ability
to learn features directly from data. These methods can automatically extract high-level
semantic and spatial features, making them highly effective for weed detection in diverse
field conditions. As a result, researchers have improved the accuracy and robustness of
weed identification through single-stage or two-stage neural network models [13]. Fan
et al. [14] utilized an optimized Faster R-CNN (Region-Based Convolutional Networks)
model to recognize cotton seedlings and seven common weeds, achieving a mean aver-
age precision (mAP) of 94.21%. Similarly, Zou et al. [15] employed an improved U-Net
model for weed segmentation, which achieved an intersection-over-union ratio of 92.91%.
Yang et al. [16] proposed a corn weed recognition model called SE-VGG16. Experimental
results showed that the average accuracy of the SE-VGG16 model was 99.67%, which was
1.92 percentage points higher than the original VGG16 model. Sun et al. [17] employed
ResNet101 as the feature extraction network of the Faster R-CNN model, and its average
recognition accuracy on the VOC (Visual Object Classes) format dataset was as high as
80.89%. Wang et al. [18] proposed a dual attention network that utilizes branch attention
blocks in the encoding stage and spatial attention blocks in the decoding stage to bridge
the gap between high-level and low-level features. This model outperformed ExFuse,
DeepLabv3+, and PSPNet on a weed segmentation dataset. Sodjinou et al. [19] used the
U-Net and K-means subtractive algorithm to apply the semantic segmentation of crops
and weeds. Kim et al. [20] proposed a multi-task semantic segmentation convolutional
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neural network (MTS-CNN) for detecting crops and weeds. The correlation between crop
and weed categories was enhanced by adding crops, weeds, and the loss of both in one-
stage training, and the method was verified experimentally on three open databases to
have higher segmentation accuracy than the existing technology. Xu et al. [21] proposed
a method combining visible color index and instance segmentation based on encoder–
decoder architecture, which improved the detection and segmentation accuracy of densely
distributed weeds and soybean crops.

The deep learning models mentioned above primarily aim to enhance the accuracy of
crop and weed recognition. However, their application is limited on devices with restricted
storage resources and computing power due to the large number of model parameters,
high complexity, and slow recognition speed. With the rapid advancement of deep learning
technology, the superior performance of single-stage YOLO (You Only Look Once) series
models is becoming increasingly evident [22–25]. Ahmed et al. [26] designed a model
based on YOLOv3 and Darknet-53 for detecting common weeds in corn and soybean
fields, achieving precise target localization and boundary box output. Zhu et al. [27]
proposed an improved YOLOx weed detection model, which integrates deep networks
with a lightweight attention mechanism, enabling effective identification of different weed
types in maize seedling fields. Fan et al. [28] developed a lightweight network based on
YOLOv5 (YOLO-WDNet) for detecting cotton and weeds, achieving a 9.1% improvement in
mAP_0.5 and a 57.14% reduction in inference time. Wang et al. [29] designed a weed target
detection model based on YOLOv5s for addressing weed management in straw-covered
corn fields, facilitating targeted spraying operations. Additionally, Rai et al. [30] explored
a weed detection method using an optimized YOLOv7-tiny architecture integrated with
edge computing technology to identify agricultural weeds in images and videos, although
field operation testing has not yet been conducted. These studies demonstrate the high
feasibility and fast detection potential of using single-stage deep learning models for weed
detection in agricultural fields. Building on this foundation, this study aims to further
explore the application of YOLOv8 as a benchmark model in targeted spraying object
segmentation tasks. As one of the most advanced object detection algorithms available,
YOLOv8 offers significant performance improvements over CNN (convolutional neural
network) models such as YOLOv3, YOLOx, YOLOv5, and YOLOv7, along with advantages
in real-time applications.

In targeted spraying research, the author designed a real-time targeted spraying
system [31] and conducted a precise detection study on dense soybean seedlings using
airborne edge devices [32]. The above research bases provide adequate support for de-
ploying ground-based targeted spraying devices and algorithms for this study. Unlike
previous work, this study employs a YOLO-based instance segmentation model to detect
the malignant weed. In future targeted spraying applications, it will be necessary to use
instance segmentation algorithms to detect weeds rather than target detection and seman-
tic segmentation algorithms. The target detection algorithm can only provide bounding
box information, and it is difficult to locate the precise contours of the weeds accurately.
Although semantic segmentation can classify each pixel in the image, it cannot distinguish
different individuals of the same species. In contrast, instance segmentation can simulta-
neously complete pixel-level classification and individual-level differentiation, ensuring
the accurate identification of each weed. This precision is crucial for targeted spraying.
Accurately identifying the contours and locations of weeds can significantly reduce herbi-
cide waste, minimize crop damage, and enhance operational efficiency and environmental
sustainability in precision agriculture.

This study utilizes the YOLOv8s-Seg model as the benchmark for the instance seg-
mentation improvement model. By introducing a lightweight network and optimizing the
model structure, an improved model for weed segmentation is proposed. The model is de-
ployed and tested on an embedded platform to verify its feasibility in a resource-constrained
environment, aiming to provide support for the promotion of targeted spraying technology
in the future. Specifically, the contributions of this paper are as follows:
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(1) A lightweight weed instance segmentation detection model named FCB-YOLOv8s-Seg
was developed by incorporating improved FasterNet, C2fSE, and BiFPN modules.

(2) The FCB-YOLOv8s-Seg model was trained on self-collected soybean field weed im-
ages, demonstrating a high ability to discern subtle difference between weeds.

(3) The comprehensive performance analysis and comparative experiments of the FCB-
YOLOv8s-Seg model show that it outperforms existing baseline models in target
detection and instance segmentation accuracy, while exhibiting better generalization
ability and stability.

(4) The FCB-YOLOv8s-Seg model was deployed on ground-based targeted spraying pes-
ticide vehicles and tested in real soybean field environments, validating the method’s
effective segmentation performance and stable operational capability.

2. Materials and Methods
2.1. Weed Image Acquisition and Dataset Preprocessing
2.1.1. Weed Image Acquisition

The weed object studied in this study is Cirsium setosum (Cirsium arvense var. integri-
folium). It is a perennial and common malignant weed characterized by its well-developed
stolons, strong herbicide resistance, and difficulty to control within dryland crops such as
soybeans, corn, and wheat. The experimental images were collected in August 2023 in the
soybean experimental field of the Changyuan Branch of the Henan Agricultural Science
Academy in Changyuan City, Henan Province (35.428◦ N, 114.289◦ E). The acquisition
device used in this study was a smartphone with a main camera of 50 megapixels and a lens
with an aperture of f/1.9 which supported optical image stabilization and autofocus. In
this study, the resolution of the acquired image was set to 4096 × 3072 pixels, the exposure
parameters were set to automatic mode, and the image was saved in JPG format. The
image acquisition method was a handheld acquisition device, which was orthogonal to
the ground to collect weed images. To ensure the diversity of the dataset, image acquisi-
tion covered different time periods of multiple days. Cirsium setosum images were taken
under complex conditions of lighting and background. After shooting, the quality of the
Cirsium setosum images was assessed by removing severely blurry images, images without
weeds, or images with incomplete weed boundary information. Finally, 500 samples of
high-quality Cirsium setosum images were selected as the base dataset. Figure 1 shows some
sample Cirsium setosum images.
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2.1.2. Production of the Base Dataset

The image annotation tool CVAT (Computer Vision Annotation Tool, Version 2.7.6)
was used to annotate the dataset during data processing. Figure 2 illustrates the specific
annotation process. The polygon tool was used to draw the outline of the weeds in the
uploaded image with the mouse, which was then marked as “weed”. After completing
the annotation, the annotation file was exported and converted into the COCO (Common
Objects in Context) data format. This labeling file contains the coordinates, shape, size, and
other details of all Cirsium setosums in each image.
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2.1.3. Data Division and Augmentation

If the Cirsium setosum images in the base dataset are used directly for model training,
underfitting is risky. Moreover, the operation state of the camera mounted on the intelligent
machinery is shaky or bumpy. Therefore, the images in the basic dataset are relatively
uniform, and the model’s generalization ability is weak. To improve the model’s gener-
alization and enhance its ability to predict Cirsium setosums under varying input images,
it was necessary to carry out data augmentation processing on the 500 Cirsium setosum
images in the base dataset mentioned above.

Before data augmentation, this study selected 50 images as a validation set and
100 images as a test set. These two sets of images were not processed and were used to
evaluate the model’s performance. The remaining 350 images were used for training with
image augmentation. The selected augmentation methods included Gaussian noise, motion
blur, rotation, brightness adjustment, contrast adjustment, and adding fog. Figure 3 shows
the effect of image augmentation. After augmentation, the Cirsium setosum dataset was
expanded to 2250 images.

2.2. YOLOv8s-Seg Network Model

The YOLO series algorithms are single-stage and real-time object detection algo-
rithms widely used in precision agriculture, smart orchards, and ecological unmanned
farms [33,34]. The YOLOv8 series models are designed by the Ultralytics team based on the
YOLOv5 series models [35]. Therefore, the YOLOv8-Seg (ultralytics-8.1.9) network follows
the YOLOv5 network architecture. The official website provides five different specifica-
tions of the network models: YOLOv8n-Seg, YOLOv8s-Seg, YOLOv8m-Seg, YOLOv8l-Seg,
and YOLOv8x-Seg. Considering the evaluation indicators (such as the mAP and model
size), this study chose YOLOv8s-Seg as the experimental model. The YOLOv8s-Seg model
consists of the backbone, neck, and prediction network. To improve performance, sev-
eral optimizations have been made. First, the C2f module replaces the C3 module in
the YOLOv5 backbone. The C2f module enhances feature extraction by using cross-layer
connections and split operations, which improve gradient flow and enable more robust
feature extraction, particularly in complex scenes such as weed detection. To maintain
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a lightweight model, the C2f module reduces computation by adjusting the number of
channels at different scales. The neck network continues to use the PANet structure for
multi-scale feature fusion. However, the YOLOv8s-Seg removes convolution operations in
the upsampling stage, which reduces the number of layers and parameters, resulting in
faster computation and improved real-time performance. The prediction network draws on
YOLACT, removing the objectness branch from the YOLOv5 model and retaining only the
decoupled structure with classification and regression branches (Decoupled-Head). The
prediction head consists of detection and segmentation branches, which are used to perform
the detection and segmentation tasks, respectively. The detection branch generates class,
bounding box, and mask coefficients, while the segmentation branch generates prototype
masks. Additionally, the YOLOv8s-Seg model employs an anchor-free method to reduce the
number of predicted boxes and enhance the effect of non-maximum suppression. After the
non-maximal suppression module, the prediction mask coefficients and prototype masks
for each instance are combined by matrix multiplication. The final instance is constructed
through crop and threshold operations. For loss function calculation, the YOLOv8s-Seg
model uses the Task Aligned Assigner positive sample assignment strategy and adopts
CIOU (Complete Intersection Over Union) loss, BCE (Binary Cross Entropy) loss, and
distribution focus loss to improve accuracy in both detection and segmentation tasks.
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2.3. Improvement Scheme of the YOLOv8s-Seg Model
2.3.1. Improvement of the Backbone Network Based on FasterNet

The YOLOv8s-Seg model uses the CSPDarknet module as the backbone feature extrac-
tion network. Although its cross-stage partial connection method reduces the amount of
computation to a certain extent, the complex network structure and more convolutional
layers limit its application on edge devices with limited computing resources. To solve this
problem, many researchers have tried to use lightweight networks (such as Ghost-Net, Mo-
bileNet, and ShuffleNet) for feature extraction. These methods reduce the model complexity
by introducing technologies such as deep separable convolution, Ghost convolution, and
group convolution. However, these technologies usually require additional data processing
operations (such as connection, shuffle, pooling, etc.). The frequent memory access of
these operations will significantly affect the real-time performance of the detection model
and increase the actual running time and computational overhead. To this end, this study
chose to replace the backbone network of YOLOv8s-Seg with FasterNet. FasterNet has
become the preferred solution for lightweight networks through its simplified network
structure, efficient feature extraction mechanism, and optimized design for multiple hard-
ware platforms. Its compact structure and small number of parameters significantly reduce
the computational complexity. At the same time, it reduces memory access by optimiz-
ing convolution operations, greatly improving the real-time performance and operation
efficiency of the model. Compared with other lightweight networks, FasterNet not only
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reduces redundant data processing operations, but also can run efficiently on hardware
platforms such as CPU, ARM, and GPU, making full use of computing resources, and
further enhancing its applicability on edge devices.

As shown in Figure 4, the backbone network of the FCB-YOLOv8s-Seg model mainly
contains an embedding layer, four fusion layers, three FasterNet block modules, and
a Spatial Pyramid Pooling Fusion (SPPF) module. Among them, the embedding layer
comprises a conventional 4 × 4 with a step size of 4 for spatial downsampling. The fusion
layers consist of a traditional 2 × 2 with a step size of 2 for channel number expansion.
As the main feature extraction module, the FasterNet block module shown in Figure 5
comprises one partial convolution layer (PConv) and two point-wise convolution layers
(PWConv). This residual block improves detection accuracy and speed while reducing
memory access and computational redundancy. In addition, the two PWConv layers are
interspersed with batch normalization (BN) and rectified linear units (ReLU). This setting
of normalization and activation layers can achieve lower latency and maintain functional
diversity. Specifically, the role of the BN layer is to accelerate the training speed and
improve accuracy. The role of the ReLU activation function is to speed up the model
training speed and avoid the gradient disappearance problem. The SPPF module has not
been changed in the FCB-YOLOv8s-Seg model structure.
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adaptively learn and focus on the importance of each channel for the task. According to the 

task needs, the channel contributions in the feature map are weighted and adjusted, enhanc-

ing the model’s ability to discriminate features and prediction performance [36]. The feature 

map remains consistent before and after passing through the SENet module. Therefore, the 

SENet channel attention mechanism can be added anywhere in the model structure. In this 
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2.3.2. C2fSE Attention Module

Traditional convolutional neural networks typically use convolution and pooling
layers to extract image features. However, this structure does not explicitly model the
relationships between feature channels, which can result in some channels not contributing
as effectively to the model’s performance. To address this issue, the SENet channel attention
mechanism introduces two key operations, squeeze and excitation, allowing the model to
adaptively learn and focus on the importance of each channel for the task. According to
the task needs, the channel contributions in the feature map are weighted and adjusted,
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enhancing the model’s ability to discriminate features and prediction performance [36].
The feature map remains consistent before and after passing through the SENet module.
Therefore, the SENet channel attention mechanism can be added anywhere in the model
structure. In this study, the SENet attention mechanism is integrated with the C2f module
to form the C2fSE module, which is placed in the 8th, 11th, 14th, 17th, and 20th layers, as
shown in Figure 4. Introducing and optimizing the attention mechanism helps improve the
Cirsium setosum segmentation accuracy of the FCB-YOLOv8s-Seg model.

Figure 6 illustrates the components of the C2fSE module structure. Assume the feature
map output from the C2f module is A, with dimensions H × W × C, where H, W, and C
represent the image’s height, width, and number of channels, respectively. The feature
map A undergoes three main steps: squeeze, excitation, and scale in the SENet module.
First, the feature map A is squeezed. The spatial dimension information of each channel is
compressed into a single value through global average pooling to obtain a global description
of each channel. Next is the excitation operation, where two fully connected layers and a
nonlinear activation function are used to learn, generate, and normalize the importance
weights of each channel, capturing the relationships between channels. In the final scaling
process, the weights generated from the excitation step are multiplied with the original
feature map to obtain the output feature map. This operation can adjust the contribution of
each channel, highlight important channels, and suppress unimportant ones.
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2.3.3. Introduction and Optimization of the BiFPN Module

The YOLOv8s-Seg model primarily relies on the PANet module for feature fusion.
Although this module can merge features from different scales, it is ineffective in adjusting
and optimizing feature map weights. This limitation can reduce the model’s performance,
particularly in complex detection and segmentation tasks where the balance between
different types of information is crucial. To address this issue, this study introduces the
BiFPN, which is an improvement of the Feature Pyramid Network (FPN) [37]. The BiFPN
realizes top-down and bottom-up feature fusion by introducing bidirectional connections
between different feature layers. In the bottom-up path, the low-level features are gradually
transferred to the high-level, enhancing the ability of high-level features to capture local
details. In the top-down path, the high-level features are gradually transferred to the low-
level, strengthening the semantic expression ability of the low-level features. In addition,
BiFPN introduces a learnable weight mechanism, which allows the network to adaptively
adjust the weights of feature maps at different levels, optimize the trade-off between spatial
and semantic information, and thus more effectively extract features and enhance the
performance of the model. Figure 7 illustrates the BiFPN module structure, where P3-P6
represents the feature layers from low to high.

In this study, two main tasks were performed when introducing and optimizing the
BiFPN module: (1) Adjusting the neck network structure of the YOLOv8s-Seg model.
Specifically, the output position of the 80 × 80 × 128 detection head was changed. The
Conv layer, Concat layer, and C2fSE layer were added after the C2fSE module in the 11th
layer to enhance the capability of extracting rich semantic features in the deep network.
(2) Constructing the base structure of the BiFPN module. Specifically, the Concat layers of
the neck network’s 12th, 13th, and 16th layers are cross-layer fused with the output feature
maps of the backbone network’s 1st, 2nd, and 3rd layers (as shown by the red dashed
lines in Figure 4). By introducing this structure, the BiFPN module enables each feature
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map to be weighted appropriately, improving the fusion of features at different levels and
enhancing overall feature extraction.
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2.4. Model Training and Evaluation Indicators
2.4.1. Model Training Environment

In deep learning networks’ training and prediction processes, a large quantity of
convolutional and matrix computations often require GPU parallel computing to accel-
erate model training and inference. This study conducted all model training and testing
processes on the same server platform. The PyTorch deep learning framework and the
NVIDIA GeForce RTX 3060 GPU were employed on an Ubuntu server to implement parallel
computing through CUDA. The CUDNN acceleration library was also integrated into the
deep learning framework to accelerate model training and inference further. The specific
experimental environment configuration is shown in Table 1.

Table 1. Model training and prediction environment configuration.

Running Environment Version

CPU Intel Core i5-12600KF
GPU NVIDIA GeForce RTX 3060 12GB

Server environment Ubuntu 20.04.3 LTS
Deep learning framework Pytorch 3.8.18

CUDA 11.0
Python version 3.11

2.4.2. Model Training and Testing Parameter Settings

In this study, the YOLOv8-related series models were built using the PyTorch library.
The input image size was 640 × 640. Appropriate training parameters were selected through
model pre-training. Specifically, the stochastic gradient descent optimizer was used in the
training process, and the training duration was 300 epochs. The initial learning rate was set
to 0.01, and the momentum parameter was set to 0.937. To prevent overfitting, the weight
decay was set to 0.0005. The batch sizes were set to 16 and 1 during training and testing,
respectively. Additionally, the FCB-YOLOv8s-Seg model turns off the mosaic enhancement
operation in the last ten epochs to improve the model’s prediction accuracy [38]. When
testing the models’ frame rate (FPS), 12 tests were performed after the server warm-up. The
longest and shortest inference times were discarded to eliminate the hardware fluctuation
effects, and the average of the remaining 10 test results was calculated as the final FPS
result value. The intersection-over-union (IOU) threshold for non-maximum suppression
was set to 0.5, and the confidence threshold was set to 0.5.

2.4.3. Model Evaluation Indicators

After completing the training of the Cirsium setosum instance segmentation model, it is
necessary to evaluate the performance of the trained model quantitatively. Common in-
stance segmentation evaluation indicators include precision (P), recall (R), average precision
(AP), and mean average precision (mAP). To clarify the interpretation of these indicators,
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relevant parameters are defined as follows: true positive (TP) represents correct positive
predictions, false positive (FP) indicates incorrect positive predictions, false negative (FN)
refers to missed positive cases, and true negative (TN) denotes correct negative predictions.
The calculation formulas of each indicator used in this study are shown in (1)–(5).

P =
TP

TP + FP
(1)

R =
TP

TP + FN
(2)

AP =
∫ 1

0
P(R)dR (3)

mAP =
∑n

i=1 APi

n
(4)

IOU =
A ∩ B
A ∪ B

(5)

In the formulas, i represents the i-th class, n represents the total number of classes. A
represents the ground truth bounding box, and B represents the predicted bounding box.

In practical applications, only when the precision and recall of a model are both at a
high level can the model be considered effective. However, the relationship between the
two is often negatively correlated. If the precision is improved, the number of samples
that are actually predicted to be true will decrease. The total number of positive samples
remains unchanged, resulting in a decrease in recall. Similarly, if the recall is increased, the
precision will decrease accordingly. The AP index is introduced to balance precision and
recall and help choose the best trade-off between the two. AP represents the precision of the
model for a specific class, defined as the area under the P–R (precision–recall) curve. The
mAP indicates the average precision across all classes, with higher mAP values signifying
better model performance.

In the instance segmentation model of this study, the AP value is equivalent to the
mAP value. The suffix “_obj” is used for object detection box predictions, and “_mask”
for segmentation predictions. These two indicators are used to measure the model’s
performance in target detection and instance segmentation tasks. The prediction box mAP
focuses on the accuracy of the target location, while the segmentation mAP focuses on the
accuracy of the target shape. By calculating and comprehensively comparing these two
mAP indicators separately, the instance segmentation performance of the model can be
comprehensively evaluated.

3. Results and Discussion
3.1. Ablation Experiments

This study conducted ablation experiments to validate the effectiveness of different
improvement schemes for model detection and segmentation performance. Each im-
provement method was added sequentially to verify its necessity. All experiments were
conducted under consistent conditions to ensure fair and impartial comparisons. The
results of relevant indicators are shown in Table 2.

As can be seen from Table 2, with the continuous recursion of the model improvement
scheme (from YOLOv8s-Seg to FCB-YOLOv8s-Seg), the mAP indicators of the prediction
box and the segmentation prediction box show an overall trend of gradual improvement.
First, after replacing the backbone network in the YOLOv8s-Seg model with FasterNet, the
prediction box and segmentation results were improved by 0.8% and 1.7%, respectively,
compared with the original model. The overall trend is increased P, decreased R, increased
mAP, faster inference speed, and reduced model size. The decrease in recall indicates an
increase in missed detections (undetected Cirsium setosums). The lightweight design of
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FasterNet may enhance the detection ability of high-confidence weed targets, making the
model more inclined to output higher-confidence results and filtering out some lower-
confidence candidate boxes. At the same time, during feature extraction, more attention
may be paid to weed targets with strong salience, while some smaller, complex, or edge
targets are ignored. Because some weeds are missed, the overall recall becomes lower.
However, it is worth noting that moderate misses may be acceptable in actual agricultural
applications, especially when the model can significantly reduce false positives (identifying
non-weeds as weeds), thereby reducing unnecessary processing work. Adding the C2fSE
module to the neck network helps to extract rich semantic features in the deep network,
so that the detection box and segmentation results increase by 2% and 0.9%, respectively,
compared with the YOLOv8-Seg+FasterNet model. Based on this, the FCB-YOLOv8s-
Seg model after introducing BiFPN has a mAP of 95.18% (prediction box) and 96.63%
(segmentation), which are 5.08% and 7.43% higher than the original model, respectively.
At the same time, the inference FPS increased by 7.7%, and the model size decreased
by 1.8%. It can be seen from the vertical column data in the table that although the
improvement scheme still needs to be further improved in terms of reasoning speed and
model lightweightness, it nevertheless plays a significant positive role in the recognition
accuracy of Cirsium setosums in soybean fields.

Table 2. Results of the ablation experiment.

Models P_Obj
(%) R_Obj (%) mAP_obj

(%) P_Mask (%) R_Mask (%) mAP_Mask
(%) FPS Size

(MB)

YOLOv8s-Seg 82.2 88.0 90.1 81.7 87.5 89.2 75.47 22.7
+FasterNet 89.3+7.1 80.2−7.8 90.9+0.8 89.0+7.3 80.4−7.1 90.9+1.7 86.2+10.74 17.9−4.8

+FasterNet+C2fSE 90.9+1.6 85.9+5.7 92.9+2 89.9+0.9 85.9+5.5 91.8+0.9 81.3−4.91 18.1+0.2

+FasterNet+
C2fSE+BiFPN 91.95+1.05 86.4+0.5 95.18+2.28 91.3+1.4 89.95+4.05 96.63+4.83 81.3+0 22.3+4.2

Note: (1) The upper right corner value of the number in this table represents the change value of each indicator
compared with the previous model, where “+” represents an increase and “−” represents a decrease. (2) The bold
part is the optimal improvement scheme finally selected in this study. (3) FCB-YOLOv8s-Seg is the abbreviation of
YOLOv8s-Seg+FasterNet+C2fSE+BiFPN.

3.2. Segmentation Effect of the FCB-YOLOv8s-Seg Model in Different Scenes

In the early stages of soybean seedlings, various weeds thrive. Their growth rate far
exceeds that of the soybean seedlings. In this study, images of mixed growth of Cirsium
setosum and soybean seedlings in various scenes were collected to test the performance of
the FCB-YOLOv8s-Seg model. Figure 8 shows the Cirsium setosum segmentation effect in
soybean fields under different complexity scenes.

Figure 8a shows a scene where soybean seedlings and two types of weeds coexist with
sparse growth. The background in this scene is relatively simple, and the soybean seedlings
are in the cotyledon stage. The FCB-YOLOv8s-Seg model can completely segment Cirsium
setosum, demonstrating its effectiveness in a simple background. In the scene shown in
Figure 8b, the two mixed weeds compete intensely with the soybean seedlings for survival
space. Although most of the Cirsium setosums were thoroughly segmented, three missed
detections were due to severe occlusion by other types of weeds (as shown in the purple
circles in Figure 8b). For this scene, it is recommended that other types of weeds be
controlled through targeted drug control first. Then, the FCB-YOLOv8s-Seg model can
be used to recognize Cirsium setosum to improve detection accuracy. Figure 8c depicts
a soybean seedling scene with four mixed weeds under a complex background. In this
scene, the FCB-YOLOv8s-Seg model successfully segmented nine Cirsium setosum plants.
Still, three other types of weeds (as shown in the white circle in Figure 8c) and one bean
seedling (as shown in the blue circle in Figure 8c) were also misdetected. Although these
misdetections will increase the workload for targeted operations, they also suggest the
potential of the FCB-YOLOv8s-Seg model to detect other types of weeds. Future work
should optimize the model for multi-weed segmentation and identification tasks.
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Compared with the three scenes mentioned above, the scenes in Figure 8d–f involve
added artificial interference. In Figure 8d, there is interference from a shoe. The FCB-
YOLOv8s-Seg model successfully segmented seven Cirsium setosum. There is interference
from agricultural machinery vehicles in Figure 8e. The FCB-YOLOv8s-Seg model success-
fully segmented four Cirsium setosum in this scene. Still, there were also three places where
other types of weeds were misdetected (as shown in the white circle in Figure 8e), showing
the challenges of the FCB-YOLOv8s-Seg model in dealing with vehicle interference. Under
the shadow interference in Figure 8f, the FCB-YOLOv8s-Seg model successfully segmented
eight Cirsium setosum and missed one Cirsium setosum due to its small shape (as shown in
the purple circle in Figure 8f). Additionally, the right side of Figure 8f shows incomplete
segmentation due to the partial exposure of the target (as shown in the orange rectangular
box in Figure 8f). Further improvements should focus on small target detection and camera
angle adjustment. The FCB-YOLOv8s-Seg model performs well in complex scenes and
fine-grained feature segmentation, demonstrating higher applicability in practical instance
segmentation tasks. The FCB-YOLOv8s-Seg model will provide strong technical support
for future in-vehicle deployment.

3.3. Comparison of Performance Parameters with Other Models

To further explore whether the FCB-YOLOv8s-Seg segmentation model has perfor-
mance advantages in Cirsium setosum recognition and segmentation, this study compared
it with classic segmentation models such as Mask-RCNN, YOLACT, and YOLOv5s-Seg.
The same training and validation sets were used for all models. Table 3 presents the
performance test results of each model.

Table 3. The performance test results of different models.

Models mAP_Obj (%) mAP_Mask (%) Size (MB)

YOLOv5s-Seg 88.80 87.65 14.5
MaskRCNN (ResNet 50) 72.19 60.85 335

YOLACT 82.30 84.50 117
YOLOv8s-Seg 90.10 89.20 22.7

FCB-YOLOv8s-Seg 95.18 96.63 22.3

The FCB-YOLOv8s-Seg model significantly outperforms other models’ target detection
accuracy, notably surpassing the Mask R-CNN model by 23 percentage points. Regarding
segmentation accuracy, the FCB-YOLOv8s-Seg model also maintains a clear lead, with
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mAP_mask values exceeding those of the other models by 8.98%, 35.78%, and 12.13%,
respectively. In comparison, although the YOLOv5s-Seg model has the smallest size,
its accuracy is lower than that of the FCB-YOLOv8s-Seg model. The Mask RCNN and
YOLACT models are too large to be deployed in environments with strict computing
resources and memory restrictions. Overall, the FCB-YOLOv8s-Seg model exhibits the best
performance in target detection and segmentation accuracy while maintaining a relatively
small model size. The above evaluation indicator results thoroughly verify its strong
feasibility and high performance advantage in the Cirsium setosum segmentation task.

3.4. Field Test and Result Analysis

To explore whether the FCB-YOLOv8s-Seg model improves the targeted spraying
operation in soybean fields, this study deployed the YOLOv8s-Seg model before and after
the improvement on the ground target pesticide application vehicle for testing. The data
collection device used was a GoPro HERO11 Black action camera with a primary camera
resolution of 27 megapixels. In the experimental field shown in Figure 9a, three 20 m × 3 m
strip areas were designated as sampling areas. In each sampling area, testing was conducted
at 2 km/h, 3 km/h, and 4 km/h. The number of Cirsium setosums in each strip area and
the number of successfully segmented Cirsium setosums on the human–machine interface
were recorded to calculate each area’s Cirsium setosum recognition segmentation rate.
Each treatment level was repeated three times, resulting in 27 experiments. The average
number of successful segmentations from the three experiments was calculated, and the
experimental results are shown in Table 4. Figure 9b illustrates the recognition effect of
Cirsium setosum in soybean fields under stable conditions.
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Figure 9. Soybean field targeted spraying test site and recognition results. Note: 1. edge control
device; 2. human–machine interface; 3. cab; 4. pesticide box; 5. spraying mechanism; 6. camera;
7. rack.

From the statistical results in Table 4, it can be seen that there are obvious differences
in Cirsium setosum density between different plots. As Cirsium setosum density increases,
the average segmentation rate of the two algorithms shows a declining trend. The plot
with lower Cirsium setosum density exhibits the best segmentation effect, with the highest
average segmentation rate of 94.16%. This may be because when the number of Cirsium
setosums is small, the algorithm has a lighter burden and can segment the Cirsium setosums
more accurately. Conversely, the plot with higher Cirsium setosum density shows poorer
segmentation performance, with the lowest average segmentation rate at 83.8%. The
increased Cirsium setosum density likely adds to the algorithm’s processing burden and
leads to more false negatives and positives, adversely affecting segmentation accuracy.
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Table 4. Statistical results of field segmentation tests in soybean fields.

Area
Number

Speed
(km/s)

Number of
Cirsium arvense

YOLOv8s-Seg FCB-YOLOv8s-Seg

Segmentation
Count

Average
Segmentation

Rate (%)

Segmentation
Count

Average
Segmentation

Rate (%)

1
2

97
87

86.60
95

94.163 85 91
4 80 88

2
2

142
130

83.80
136

89.673 119 127
4 108 119

3
2

106
96

84.91
102

90.883 91 97
4 83 90

Total 345 293.00 84.93 315 91.30

In the same plot, the performance of both models generally decreases as the opera-
tional speed increases from 2 km/s to 4 km/s. This decline may be attributed to two factors:
first, the increase in speed may cause rapid changes in light conditions or increased camera
shake, which affects image quality. Second, higher speeds reduce the time available for the
algorithm to process each frame, leading to lower segmentation effectiveness. Therefore,
reducing the forward speed in segmenting Cirsium setosums in soybean fields helps improve
the average segmentation rate of Cirsium setosums. However, in practical applications, bal-
ancing segmentation accuracy and operational efficiency requires optimizing the forward
speed based on different plot conditions or introducing more stable image capture and
processing technologies to mitigate the negative effects of increased speed. Notably, the
FCB-YOLOv8s-Seg model demonstrates greater stability and higher segmentation rates
under varying speeds.

Comprehensive analysis shows that the total number of thorn grass in the three plots is
345, and the FCB-YOLOv8s-Seg algorithm successfully segmented 315 plants. The average
segmentation rate reached 91.3%, 6.38 percentage points higher than the YOLOv8s-Seg
algorithm. These data once again verify the effectiveness of the improved scheme. Since
the actual field conditions are not flat, the average segmentation rate in actual operation
(91.3%) is 5.06 percentage points lower than the segmentation results under stable camera
conditions (96.63%). This difference is reasonable. To shorten the gap, the next step is to
optimize the lighting conditions, upgrade the camera configurations, or research the image
recovery algorithms under the shaking state to enhance the segmentation effect under
high-speed operation.

While the FCB-YOLOv8s-Seg model has demonstrated significant improvements
in segmentation accuracy and real-time performance, certain challenges persist. Future
research will focus on addressing the limitations in detecting small and occluded targets by
exploring advanced attention mechanisms and multi-scale feature enhancement techniques.
Additionally, research will aim to improve model adaptability to varying environmental
conditions, such as changes in lighting, background complexity, and crop growth stages,
ensuring robustness across diverse real-world scenarios. Furthermore, efforts will be
directed towards optimizing the model for high-density weed distribution to maintain a
balance between precision and recall in complex agricultural settings. At the same time, this
study primarily focused on Cirsium setosum in soybean fields, which presents a limitation
in terms of generalizability. To expand the applicability of the model, future work will
involve extending its use to other crops and weed types by creating a more diverse dataset
that captures the variability in weed morphology and environmental conditions. However,
challenges such as differences in weed and crop characteristics, background complexity,
and the need for additional annotation resources must be addressed to ensure robust
model performance across multiple scenarios. These studies aim to further enhance the
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model’s practicality and reliability, ultimately contributing to the development of intelligent
agricultural applications on a broader scale.

4. Conclusions

This study proposes an FCB-YOLOv8s-Seg model for instance segmentation of Cirsium
in soybean fields. The YOLOv8s-Seg model’s backbone was replaced with the lightweight
FasterNet network, and the neck network was enhanced with the optimized C2fSE attention
mechanism and BiFPN module. These modifications significantly improved the model’s
inference speed and feature extraction capabilities. Through a series of experimental
verifications, the following conclusions were drawn:

(1) Ablation experiments show that the FCB-YOLOv8s-Seg model is significantly better
than the original model in terms of mAP evaluation indicators, achieving 95.18%
and 96.63% mAP in bounding box detection and segmentation, respectively, which
were 5.08% and 7.43% higher than the original model, respectively. At the same
time, the inference FPS increased by 7.7%, and the model size decreased by 1.8%.
The model’s target detection and segmentation accuracy performance surpass some
existing models while maintaining a balanced model size.

(2) Image detection results in different scenes show that the FCB-YOLOv8s-Seg model
performs well in complex scenes and fine-grained feature segmentation.

(3) Comparative analysis with classic segmentation algorithms, such as Mask-RCNN,
YOLACT, and YOLOv5s-Seg, demonstrates the feasibility and performance advan-
tages of the FCB-YOLOv8s-Seg model in Cirsium setosum segmentation tasks.

(4) In the field targeted spraying operation test, the average segmentation rate of the
FCB-YOLOv8s-Seg model reached 91.3%, which was 6.38% better than the original
model, further proving its practical reliability in smart agriculture applications.

In summary, the proposed FCB-YOLOv8s-Seg segmentation model offers greater prac-
ticality and reliability in real-world applications, providing solid technical support for the
development of intelligent agricultural operations. Despite these significant achievements,
challenges remain in adequately addressing the variability and complexity of targeted
spraying scenarios in the field. Future work will focus on optimizing model adaptability
and further improving detection capabilities in dynamic and complex
agricultural environments.
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