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Abstract

:

Monitoring soil conditions is of great significance for guiding fruit tree production and increasing yields. Achieving a rapid determination of soil physicochemical properties can more efficiently monitor soil conditions. Traditional sampling and survey methods suffer from slow detection speeds, low accuracy, limited coverage, and require a large amount of manpower and resources. In contrast, the use of hyperspectral technology enables the precise and rapid monitoring of soil physicochemical properties, playing an important role in advancing precision agriculture. Yuxi City, Yunnan Province, was selected as the study area; soil samples were collected and analyzed for soil organic matter (SOM), total nitrogen (TN), total phosphorus (TP), and available nitrogen (AN) contents. Additionally, soil spectral reflectance was obtained using a portable spectroradiometer. Hyperspectral characteristic bands for soil nutrients were selected from different spectral preprocessing methods, and different models were used to predict soil nutrient content, identifying the optimal modeling approach. For SOM prediction, the second-order differentiation-multiple stepwise regression (SD-MLSR) model performed exceptionally well, with an R2 value of 0.87 and RMSE of 6.61 g·kg−1. For TN prediction, the logarithm of the reciprocal first derivative-partial least squares regression (LRD-PLSR) model had an R2 of 0.77 and RMSE of 0.37 g·kg−1. For TP prediction, the logarithmic second-order differentiation-multiple stepwise regression (LTSD-MLSR) model had an R2 of 0.69 and RMSE of 0.04 g·kg−1. For AN prediction, the logarithm of the reciprocal second derivative-partial least squares regression (LRSD-PLSR) model had an R2 of 0.83 and RMSE of 24.12 mg·kg−1. The results demonstrate the high accuracy of these models in predicting soil nutrient content.
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1. Introduction


Soil nutrient management is crucial for the development of green agriculture because soil nutrients directly impact crop growth and the sustainability of agriculture [1]. In recent years, China has undertaken some work in soil nutrient management and monitoring, including increasing the demand for soil monitoring instruments, enhancing monitoring techniques, and to some extent, emphasizing the importance of soil quality [2]. With the advancement of hyperspectral technology, the related applications for determining soil nutrients are continuously evolving, demonstrating significant potential and enhancing the efficiency of soil nutrient determination. Hyperspectral remote sensing technology represents a significant advancement following traditional remote sensing techniques. Compared to traditional remote sensing, hyperspectral remote sensing can capture more detailed spectral information [3]. This technique utilizes a large number of spectral bands to capture reflectance data ranging from visible to near-infrared and even mid-infrared ranges. Soils possess complex physical and chemical properties, with different soil components such as organic matter, moisture, various nutrients, etc., exhibiting specific reflectance and absorption characteristics across different spectral bands [4]. Hyperspectral remote sensing technology can identify these features and be used to analyze soil types, structures, nutrient statuses, etc. Hyperspectral techniques acquire spectral information at different wavelengths for analysis, providing unique advantages in soil property analysis [5]. In agriculture and environmental monitoring, hyperspectral remote sensing technology plays a crucial role. It is utilized not only for assessing soil fertility and optimizing fertilization plans but also for effectively monitoring soil degradation and pollution situations [6,7]. Through a portable spectroradiometer, narrowband spectral data can be continuously acquired in the range of 350–2500 nm [8]. The portable spectroradiometer, due to its small size, is convenient for fieldwork. Not only is it suitable for outdoor operations, it is also efficient and has a fast measurement speed coupled with a simple operation, which significantly enhances the efficiency of data acquisition [9]. Currently, there are many applications for field spectrometers, such as identifying contamination points in soil [10] to reduce the levels of heavy metal pollutants such as cadmium and lead in urban areas, for instance [11]. There have been some studies on the determination of soil nutrients using portable field spectroradiometers, such as estimating organic matter in tropical soils in Thailand [12], predicting nitrogen content in soil [13], and determining soil nutrient texture and other elements in the Huanghui River Basin [14], which all achieved good accuracy. However, there are currently research deficiencies in soil hyperspectral remote sensing, such as issues regarding the generality and applicability of the models.



Many research cases focus on modeling the inversion of individual elements in soil, and hyperspectral analysis also imposes limitations on models and algorithms across different regions or soil types, requiring the further consideration of factors such as soil texture, based on the aforementioned potential limitations of portable field spectroradiometers in soil nutrient measurement.



In this study, soil samples are air-dried, ground, and sieved before outdoor spectral collection to avoid the influence of moisture and impurities in the soil. This approach enables the capture of the spectral characteristics of soil in its natural environment. Furthermore, the study models and inverses multiple nutrients in the soil, aiming to explore and establish the generality of hyperspectral inversion models for soil nutrient assessment applicable to the study area. Despite relatively few soil nutrient inversion cases in the mountainous areas of Yunnan, China, the region has a large proportion of red soil and suitable climatic and soil conditions, providing a solid foundation for agricultural development [15]. Strengthening research on soil nutrient inversion is of significant importance for the agricultural development of the mountainous areas in Yunnan. Through hyperspectral remote sensing technology, the rapid and comprehensive monitoring and the evaluation of soil nutrients in the region can be achieved, providing a scientific basis and precise management for agricultural production.




2. Materials and Methods


2.1. Study Area Overview


As shown in Figure 1, the study area is located in Yuxi City, Yunnan Province, situated in the central-southwestern part of Yunnan Province, along the eastern foothills of the Ailao Mountains, and the upper reaches of the Honghe River. The research area is a typical mountainous region. The terrain is primarily characterized by mountains and hills, with altitudes mainly fluctuating between 700 and 900 m, presenting a complex, multi-hill terrain. The soil types are diverse, mainly consisting of red soil and brown soil. Among them, the red soil is a typical subtropical mountain red soil, rich in organic matter and with good permeability, particularly suitable for the growth of citrus. In terms of climate, the region experiences a subtropical monsoon climate with distinct wet and dry seasons. Summers are hot and rainy, while winters are cooler and relatively dry. The average annual temperature remains stable around 20 °C, with an annual accumulated temperature over 7500 °C, and precipitation primarily concentrated in the summer, providing favorable climatic conditions for the growth of citrus. The main agricultural activity in the area is citrus orchard cultivation, with citrus becoming one of the major economic crops of the region. In addition to citrus orchards, some land is also used for the cultivation of rice, vegetables, and other crops. Moreover, due to the complex terrain, some mountainous areas are used as forest land, and the coverage rate of mountain forests is relatively high.




2.2. Soil Sample Collection


To investigate the application and effectiveness of hyperspectral technology in soil, a comprehensive soil sample collection was conducted in July 2021. A total of 66 soil samples were collected, primarily from areas with red soil types. During the collection process, particular attention was paid to the representativeness of the samples. Sampling points were chosen at the dripline of tree canopies to ensure that the collected soil samples truly reflected the soil characteristics of the area [16]. Additionally, to avoid interference from fertilization, sampling was deliberately avoided in fertilized areas.



Sampling was conducted at a depth of 0–20 cm [17]. The collected soil samples were crushed and mixed, then spread out into a square shape. Next, diagonal lines were drawn to divide it into four equal parts, and the two parts opposite each other were discarded, keeping only the other two parts. The standard quartering method was strictly followed to ensure that each sample adequately represented the soil characteristics of its location [18]. Simultaneously, detailed sampling methods, locations, times, environmental conditions, soil types, land use conditions, etc., were recorded, maintaining the accuracy and completeness of records to support data analysis and the effectiveness of research results. Then, the collected soil samples were placed in clean, sealed plastic bags and carefully labeled for subsequent analysis and processing. After air drying, the soil samples were ground. The processed soil samples were divided into two portions: one for soil analysis and the other sieved through a 2 mm mesh aperture for soil spectral measurements.




2.3. Soil Hyperspectral Data Measurement


When measuring soil spectral reflectance, the portable ASD FieldSpec4 spectrometer from the United States was utilized. This spectrometer covers a wide spectral range from 350 nm to 2500 nm, providing rich spectral information. Regarding the sampling intervals, the spectrometer sampled at intervals of 1.4 nm within the range of 350∼1000 nm and at intervals of 2 nm within the range of 1000∼2500 nm. To enhance the accuracy and reliability of the data, a resampling interval of 1 nm was used. During the measurement process, the processed soil samples were placed in specific containers, ensuring that the containers were filled with soil samples and the soil surface was leveled to obtain a flat measurement surface. To minimize the impact of environmental factors, spectral measurements are conducted in a controlled outdoor environment with clear weather. During measurement, the spectrometer’s fiber optic probe was positioned vertically to the soil surface at a distance of 10 cm to ensure measurement accuracy.



To ensure the accuracy of the measurement data, a whiteboard with a reflectance of 1 was promptly used for correction during the measurement process. Five spectral curves were measured for each soil sample, and then these five curves were arithmetically averaged to obtain the actual reflectance spectral data of the soil sample. To eliminate random errors caused by various factors during spectral measurement, all spectral curves were averaged using the ViewSpecPro V5.6.8 software (Malvern Panalytical Ltd., Malvern, UK) during the data processing stage. As shown in Figure 2, different colors represent different soil samples, the spectral reflectance is clearly visible. In the data processing stage, significant noise was observed in the spectral curves within the ranges of 350∼399 nm, 1350∼1405 nm, 1750∼1950 nm, and 2320∼2500 nm. To obtain more accurate data, these noisy spectral ranges were removed.




2.4. Soil Nutrient Determination


The determination of soil organic matter (SOM) was conducted using the external heating method [19]. The total nitrogen (TN) content in the soil was determined using the Modified Kjeldahl Method [20]. The determination of total phosphorus (TP) content in the soil was performed using the alkali fusion–Mo-Sb anti-spectrophotometric method [21]. The method used for determining available nitrogen (AN) in the soil was the alkali diffusion method [22].




2.5. Preprocessing Methods for Soil Spectral Data


The Savitzky–Golay filter was employed, which smooths spectral data while preserving important information and improving its signal-to-noise ratio, thus retaining the essential features of the data [23]. In this study, the Savitzky–Golay smoothing algorithm uses a polynomial degree of 2 and a window length of 5. Subsequently, different forms of first-order and second-order differential transformations were applied to the SG-smoothed spectral curves. For instance, the first-order differentiation (FD) preprocessing is a method for feature extraction and enhancement of spectral data. Second-order differentiation (SD) preprocessing involves calculating the second derivative of spectral intensity with respect to wavelength, reflecting changes in the rate of spectral intensity. Logarithmic first-order differentiation (LTFD) preprocessing combines logarithmic transformation with first-order differentiation to improve data resolution in spectral analysis. Logarithmic second-order differentiation (LTSD) preprocessing is an advanced spectral data preprocessing method that combines logarithmic transformation with second-order differentiation to further enhance spectral features and improve data analysis performance. The logarithm of reciprocal first derivative (LRD) preprocessing integrates logarithmic transformation, reciprocal transformation, and first-order differentiation calculation for spectral analysis. Logarithm of reciprocal second derivative (LRSD) preprocessing combines reciprocal transformation, logarithmic transformation, and second derivative processing to further enhance spectral features, compress dynamic range, and reduce the influence of baseline drift and noise in spectral data analysis.




2.6. Technology Roadmap


In Figure 3 is the technology roadmap after data acquisition; the SG smoothing algorithm is applied followed by preprocessing to select the characteristic bands and establish the model.





3. Methods for Predictive Modeling


3.1. Partial Least Squares Regression


Partial Least Squares Regression (PLSR) is a regression technique used to handle multicollinear data, particularly suitable when the number of predictor variables (independent variables) exceeds the number of observations, or when there is a high correlation among variables. PLSR attempts to find the most important relationship between predictor variables and response variables to achieve effective prediction and dimensionality reduction [24].


  X = T  P T  + E  



(1)






  Y = U  Q T  + F  



(2)







In the equation, T and U are the score matrices extracted from X and Y, respectively. P and Q are the loading matrices, which describe how to reconstruct the score matrices from the original variables. E and Y are the residual matrices.




3.2. Multiple Stepwise Regression


The principle of Multiple Stepwise Regression (MLSR) is to determine, through a series of steps, which explanatory variables should be included in the final regression model when predicting one or more response variables. This process aims to find a model that is neither overly simplified nor overly complex, thereby maximizing the model’s explanatory power and predictive accuracy while maintaining simplicity [25].





4. Results


4.1. Sample Detected Abnormality


Anomaly detection is helpful in distinguishing natural variations from potential pollution or exceptional conditions. At the same time, the identification and treatment of outliers is an important part of data preprocessing, which is conducive to improving the accuracy of subsequent data analysis and modeling [26]. As shown in Figure 4, it can be observed that there are no outliers present in the box plot of the data from this study. This indicates the high reliability and stability of the data, as there are no unusual or outlier observations that could disrupt the analysis and interpretation of the overall dataset.




4.2. Descriptive Statistics of Soil Nutrients


As shown in Table 1, the heterogeneity and complexity of soil nutrient content are revealed. The data indicate that the variability of various indicators in the samples differs, with a relatively high coefficient of variation for soil nutrients.




4.3. Spectral Preprocessing


The application of SG smoothing helps to reduce noise and enhance the model’s ability to identify and predict soil characteristics, while preserving important spectral features unchanged. As shown in Figure 5, different colors represent different soil samples. The spectral curve has been smoothed using a Savitzky–Golay filter. After SG smoothing, due to the multitude of hyperspectral bands and considerable data redundancy, efforts were made to identify sensitive bands, reducing noise and abrupt changes in hyperspectral data through smoothing with techniques like Savitzky–Golay (SG) filtering which makes the spectral curves smoother, aiding in a clearer identification of features and patterns within the data. This was achieved through analyzing empirical hyperspectral data and reviewing previous studies related to soil hyperspectral prediction [3,27]. So, preprocessing was conducted using transformations such as FD, SD, LTFD, LTSD, LRD, and LRSD.



As shown in Figure 6, different preprocessing methods had varying effects on the data. By comprehensively comparing the transformation results of different preprocessing methods, the most suitable preprocessing method for the current dataset and modeling task can be selected to improve the model’s fitting effect and prediction accuracy. The representation of mean and standard deviation indicates the central tendency and range of variation, allowing for a clearer understanding of how different preprocessing methods affect soil hyperspectral data.




4.4. Spectral Transformation and Correlation Analysis


Figure 7 shows the correlation coefficients between soil nutrient content and spectral reflectance, as well as their transformations. It presents the Pearson correlation analysis between soil nutrient content and spectral reflectance after six different preprocessing methods: FD, SD, LTFD, LTSD, LRD, and LRSD. The correlation coefficients of soil nutrient content range from −0.6 to +0.6.



As Figure 8 shows the absolute values of Pearson correlation coefficients, and spectral bands are selected based on these values. It can be seen that the preprocessing method FD shows a higher correlation coefficient with soil nutrients, while SD and LRSD show lower correlation coefficients with soil nutrients. Additionally, to determine the optimal prediction pathway, it is necessary to establish a model for prediction.




4.5. Feature Band Selection


In Figure 9, FD, SD, LTFD, LTSD, LRD, and LRSD are based on SG smoothing and further involve first-order differentiation, second-order differentiation, logarithmic first-order differentiation, logarithmic second-order differentiation, square root first-order differentiation, square root second-order differentiation, the logarithm of reciprocal first derivative, and the logarithm of reciprocal second derivative. Different spectral transformation methods (FD, SD, LTFD, LTSD, LRD, LRSD) have varying impacts on the selection of bands related to soil organic matter (SOM), total nitrogen (TN), total phosphorus (TP), and available nitrogen (AN). For SOM, the selected bands are mainly concentrated in the visible light region and specific infrared bands. The selected bands for TN cover multiple regions from visible light to infrared. TP has a wider range of selected bands, but specific regions such as 400–950 nm and 2131–2224 nm are prominent. The selected bands for AN are primarily concentrated in the visible light to near-infrared region.



In the spectral reflectance screening of various soil nutrients, the visible light region from 400 to 700 nm has demonstrated a high correlation. This region may contain spectral information directly related to soil organic matter and other nutrients. Besides the visible light region, the near-infrared region from 1000 to 1500 nm and the short-wave infrared region from 2000 to 2300 nm also exhibited high correlation in the screening of multiple nutrients. Although different spectral transformation methods, such as FD, SD, and LTFD, vary in the selection of wavelength bands, they all aim to extract information more relevant to soil nutrients using transforming spectral data. These transformation methods may have different applicability for different types of soil or different nutritional components. At the same time, the selected bands for each soil nutrient are specific, indicating that different soil nutrients exhibit distinct spectral signatures.




4.6. Building Hyperspectral Models for Soil Nutrient Content Estimation


4.6.1. Partitioning of Training and Validation Sets


For soil nutrient data, a 7:3 ratio split was adopted to ensure that the training set contains 46 samples while the validation set contains 20 samples. The key to this split is to ensure that both the training and validation sets adequately cover the entire range of variation in soil nutrients. The effectiveness of the model was measured using the correlation coefficient (R) and the root mean square error (RMSE). A higher correlation coefficient and a smaller RMSE indicate a better model performance [28].




4.6.2. Model Construction and Validation for Soil Nutrients


As shown in Table 2, the performance evaluation metrics including R2, RMSE, and the Ratio of Performance to Deviation (RPD) of different spectral transformation methods and models in the prediction of SOM are presented for both the training and validation sets. This table demonstrates the comparative analysis of different prediction models in terms of prediction accuracy. Two prediction models are listed: PLSR and MLSR. In the PLSR model, higher simulation accuracy was achieved using different forms of second-order differentiation transformation. For the LRD and LRSD preprocessing models, there was a significant decrease in performance, showing lower R2 values and higher RMSE. Regarding the RPD data, the RPD values of PLSR were relatively low. The PLSR model utilizes cross-validation for hyperparameter optimization. The range for the number of components is set from 2 to 10. The best hyperparameter values are chosen through training the model on the training set and evaluating its performance on the validation set, suggesting potentially lower predictive capabilities compared to MLSR. In the MLSR model, overall performance was better compared to PLSR, especially in the FD, SD, LTFD, and LTSD transformations, with higher R2 values and lower RMSE. Moreover, MLSR consistently exhibited higher RPD values, indicating strong predictive capabilities across different transformations. While there was a decrease in performance for the LRD and LRSD preprocessing, the decline was relatively minor. In various forms of first-order and second-order differentiation transformations, MLSR demonstrated better overall performance than PLSR in predicting SOM.



The prediction accuracy of the models established in the LRD and LRSD preprocessing was not high for both models. However, MLSR maintained better prediction accuracy and consistency across different spectral transformations. Therefore, in the accuracy parameter statistics of the SOM inversion model, adopting the MLSR model may result in higher prediction accuracy, with the highest R2 reaching 0.87, RMSE of 6.61 g·kg−1, and an RPD of up to 1.55.



In Table 3, for the preprocessing methods LTFD, LTSD, LRD, and LRSD, their R2 values are very close, indicating higher model stability. The RPD values range from 1.51 to 1.57, reflecting higher model prediction accuracy, especially when employing the LRD transformation, where in the PLSR model, R2 reaches 0.77 with an RMSE of 0.37 g·kg−1. In the MLSR model, the overall accuracy is not as high as in the PLSR model, and the RPD values are relatively lower compared to the PLSR model.



Table 4 provides statistical accuracy parameters for the TP inversion models, evaluated using different models: PLSR and MLSR. For the PLSR model, using the FD transformation, the lowest R2 value is 0.42, indicating relatively poor performance in data interpretation. In contrast, with the LTSD model, the highest R2 value reaches 0.64, with an RMSE of 0.05 g·kg−1. In the MLSR model, a higher R2 value of 0.69 is achieved, but the RMSE is not significantly lower than other methods. Overall, there is little difference in accuracy between the two models for TP inversion. Both models achieve good inversion accuracy with transformations using SD, LTFD, and LTSD preprocessing methods.



In Table 5, the accuracy parameters for the AN inversion models are provided, comparing the performance of PLSR and MLSR models. In the PLSR model, high inversion accuracy is achieved with the R2 values for SD, LTFD, LTSD, LRD, and LRSD transformations. Particularly, the PLSR model established with the LRSD transformation achieves the highest inversion accuracy, with an R2 of 0.83 and an RMSE of 24.12 mg·kg−1. This indicates the strongest data interpretation ability of this method in the PLSR model, with the smallest prediction error. In the MLSR model, the LTSD transformation yields the highest R2 value of 0.82, indicating good data interpretation ability, with a relatively low RMSE of 26.05 mg·kg−1, indicating a relatively small error. For soil AN inversion, both models demonstrate high accuracy except for the FD model.




4.6.3. Optimal Estimation Model of Soil Nutrients


Figure 10a shows the prediction of SOM with an R2 value of 0.87, indicating a strong correlation between the model and the actual data. The RMSE is 6.61 g·kg−1, measuring the deviation between estimated and actual values. A smaller RMSE suggests more accurate predictions, and most points appear close to the fitted line, indicating good agreement between estimated and actual values. SD-MLSR may demonstrate applicability to the data in testing, providing good prediction accuracy and stability. Through SD transformation, the model can effectively filter out noise in the spectral data, highlighting important features [29]; PLSR is capable of handling datasets with highly correlated variables.



In Figure 10b, for TN prediction, an R2 value of 0.77 indicates good correlation, while an RMSE of 0.37 g·kg−1 suggests better predictive accuracy with smaller values. The LRD-PLSR model is likely chosen as the best option because its preprocessing steps enhance the signal, and PLSR’s multivariate analysis method is suitable for handling the complexity of spectral data. These preprocessing steps and modeling methods enhance the model’s ability to capture variations in soil TN [30].



The prediction for TP depicted in Figure 10c of the figure, an R2 of 0.69 and an RMSE of 0.04 g·kg−1, indicate a relatively small average error between the predicted soil total phosphorus content and the actual measured values. The higher R2 and lower RMSE suggest that LTSD-MLSR may perform relatively well on the dataset, providing more accurate predictions compared to other models, particularly in handling complex spectral data and soil TP content.



In Figure 10d, the prediction for AN demonstrates a high predictive accuracy with an R2 of 0.83 and an RMSE of 24.12 mg·kg−1. The utilization of LRSD preprocessing might have enabled this model to better handle noise and signal variability in the spectral data, thereby enhancing the predictive accuracy.






5. Discussion


The high correlation between the visible light region 400–700 nm and soil nutrients indicates that it may contain important information about soil organic matter and other key nutrients. The visible reflectance spectra can be used to accurately determine important soil components [31]. Visible spectra are easier to obtain using common spectral sensors and can provide information about the surface properties of the soil. Within the visible light bands, different colors of wavelengths interact differently with specific soil components [32]. Soils rich in organic matter tend to absorb more blue light and reflect more red light, making these soils appear darker. A major advantage of using visible spectra for soil analysis is that most spectral instruments are capable of capturing this range of spectral data. This data is then processed through algorithms and models to assess soil nutrients [33]. The near-infrared region 1000–1500 nm is renowned for its sensitivity to organic matter. Near-infrared spectra penetrate soil deeper than visible light, allowing for a more comprehensive analysis of soil composition, including both organic and inorganic substances. One notable advantage of near-infrared spectra over visible spectra is their ability to penetrate the soil surface more deeply, providing information about the chemical and physical state of the soil beyond just the surface layer. The short-wave infrared region 2000–2300 nm is particularly useful for identifying the specific mineral and chemical properties of the soil. It can detect soil variations that are not visible in the near-infrared and visible spectra, making it a powerful tool for monitoring soil health and texture [34]. Notably, the specificity of the selected bands for each soil nutrient reflects the unique spectral signatures exhibited by different soil nutrients. Based on these findings, for this study, the spectral analysis of soil nutrients particularly in the visible light range of 400–700 nm, the near-infrared region of 1000–1500 nm, and the short-wave infrared region of 2000–2300 nm, is expected to assist us in gaining a deeper understanding of the spectral characteristics of soil nutrients.



The hyperspectral data of soil in this study area was collected in the field, and the use of different forms of differential transformation has been proven to be helpful in extracting soil nutrient information [27,35]. The existence of interfering factors often leads to distortions or deviations in spectral data. Differential transformation can effectively eliminate these interfering factors, thereby improving the accuracy of inversion and helping us more accurately identify and analyze soil components. Alternatively, differential transformation can capture effective information from spectral data for identifying soil nutrients. Based on this, further exploring the optimized combination of different differential transformation methods and parameter adjustment strategies can be used to better adapt to different soil types and inversion needs.



After preprocessing, PLSR and MLSR models achieved high accuracy in different soil nutrients. This may be because the two models can fully utilize the information in hyperspectral data and find the best relationship model between spectral variables and soil component content through regression analysis, thereby achieving accurate prediction of soil components [36,37]. In practical applications, the parameters of the model can be further adjusted based on different soil types and component characteristics to obtain better prediction results. Alternatively, other technical means, such as adding principal component analysis, can be combined to further improve the accuracy of soil nutrient content prediction.



For future work in hyperspectral soil sensing, to improve accuracy, we can refine the application of our models. On one hand, we can attempt to use more complex models that may be able to capture the subtle differences in soil properties more accurately. On the other hand, we can optimize the performance of models by adding more data processing steps. In terms of instrument selection, using more precise spectrometers that can capture richer spectral information is crucial for improving the accuracy of soil property measurements. In this study, to eliminate the influence of moisture on spectral data, we chose to collect samples from dry soil. However, to further enhance the convenience and efficiency of operations, we are exploring in situ spectral collection, which allows for direct spectral measurements in the soil’s natural state, without the need for collecting and preprocessing soil samples. With spectral data collected in situ, we can conduct subsequent inversion analyses of soil nutrients, thus quickly obtaining soil nutrient information.



In the current application of soil nutrient inversion models, although the accuracy has reached a reasonable level, there is still room for improvement. To optimize the model, we can consider introducing more targeted models or adjusting parameters to achieve higher simulation accuracy. Currently, the research is limited to the inversion of four types of soil nutrients, but in the future, we could try to expand the model to predict other nutrients in the soil, including heavy metals. However, the current study also has some limitations. Firstly, the high cost of ASD spectral instruments may limit their widespread use in agriculture. Secondly, the large volume of soil hyperspectral data requires complex data processing and analysis techniques. This not only demands the appropriate hardware support but also requires users to have the ability to handle large datasets and a high level of technical knowledge.




6. Conclusions


(1) During the spectral reflectance screening of soil nutrients, the visible light region of 400–700 nm consistently exhibits a high correlation. Apart from the visible light region, the near-infrared region of 1000–1500 nm and the short-wave infrared region of 2000–2300 nm also show a high correlation in the screening of multiple nutrients. These spectral regions are of reference value for assessing soil nutrients, and future research directions include the further exploration of these specific wavelengths to enhance the accuracy and efficiency of soil nutrient detection.



(2) Through various forms of first-order and second-order differentiation transformations, the prediction accuracy of the model can be improved, significantly highlighting the spectral data’s information on soil nutrients such as SOM, TN, TP, and AN. Future research could focus on improving these preprocessing techniques.



(3) After applying SG smoothing to the original bands and utilizing six preprocessing methods selected based on the Pearson correlation analysis of characteristic bands, PLSR and MLSR regression models were established. These models were used to predict SOM, TN, TP, and AN, thereby identifying the optimal prediction pathways. Specifically, the prediction pathway for soil SOM content was SD-MLSR; for soil TN content, it was LRD-PLSR; for soil TP content, it was LTSD-MLSR; and for soil AN content, it was LRSD-PLSR. Utilizing different preprocessing methods in conjunction with PLSR and MLSR regression models highlights the importance of optimizing prediction pathways for accurately estimating soil nutrient content. Future research directions include the further exploration of alternative preprocessing techniques and regression models to enhance the robustness and applicability of soil nutrient prediction models. Additionally, integrating advanced machine learning algorithms and hyperspectral data analysis techniques offers promising avenues for improving the prediction accuracy and efficiency of soil nutrient assessment.
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Figure 1. Location of the research area and soil sample collection points. 
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Figure 2. Spectral curves before band removal. 
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Figure 3. Workflow diagram. 
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Figure 4. Anomaly testing for four types of soil nutrients. (a) SOM anomaly inspection; (b) TN anomaly inspection; (c) TP anomaly inspection; (d) AN anomaly inspection. 






Figure 4. Anomaly testing for four types of soil nutrients. (a) SOM anomaly inspection; (b) TN anomaly inspection; (c) TP anomaly inspection; (d) AN anomaly inspection.



[image: Agriculture 14 00873 g004a][image: Agriculture 14 00873 g004b]







[image: Agriculture 14 00873 g005] 





Figure 5. Comparison plot of spectral curves smoothed with Savitzky–Golay filter. (a) Spectral curves after band removal; (b) Spectral curves after SG smoothing. 
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Figure 6. Mean ± standard deviation under different preprocessing conditions. (a) Mean ± standard deviation after FD preprocessing; (b) mean ± standard deviation after SD preprocessing; (c) mean ± standard deviation after LTFD preprocessing; (d) mean ± standard deviation after LTSD preprocessing; (e) mean ± standard deviation after LRD preprocessing; (f) mean ± standard deviation after LRSD preprocessing. 
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Figure 7. The correlation coefficient between soil nutrient content and spectral reflectance and its transformation. (a) Nutrient correlation coefficients under FD processing; (b) nutrient correlation coefficients under SD processing; (c) nutrient correlation coefficients under LTFD processing; (d) nutrient correlation coefficients under LTSD processing; (e) nutrient correlation coefficients under LRD processing; (f) nutrient correlation coefficients under LRSD processing. 
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Figure 8. Absolute value of the Pearson correlation coefficient. 
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Figure 9. Spectral feature plot of selected soil nutrients. (a) Characteristic bands selected for SOM; (b) characteristic bands selected for TN; (c) characteristic bands selected for TP; (d) characteristic bands selected for AN. 
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Figure 10. Optimal model for selecting soil nutrients. (a) Best model for SOM:SD−MLSR; (b) best model for TN: LRD−PLSR; (c) best model for TP: LTSD−MLSR; (d) best model for AN: LRSD−PLSR. 
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Table 1. Descriptive statistics of soil nutrients.
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	Soil

Nutrient
	Number
	Minimum Value
	Maximum Value
	Median
	Average Value
	Standard Deviation
	Coefficient of Variation%





	SOM
	66
	10.39
	82.62
	28.11
	31.60
	15.22
	48.15



	TN
	66
	0.35
	3.00
	1.60
	1.64
	0.60
	36.78



	TP
	66
	0.11
	0.42
	0.16
	0.19
	0.08
	41.92



	AN
	66
	51.45
	262.15
	108.50
	121.59
	57.41
	47.22










 





Table 2. Statistics of accuracy parameters for SOM inversion model.
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Model

	
Transformation

	
Training Set

	
Validation Set




	
R2

	
RMSE/

g·kg−1

	
R2

	
RMSE/

g·kg−1

	
RPD






	
PLSR

	
FD

	
0.76

	
10.19

	
0.79

	
11.14

	
1.41




	
SD

	
0.83

	
13.13

	
0.74

	
12.01

	
1.52




	
LTFD

	
0.75

	
10.22

	
0.80

	
11.34

	
1.49




	
LTSD

	
0.81

	
10.36

	
0.86

	
11.12

	
1.46




	
LRD

	
0.68

	
11.10

	
0.60

	
11.34

	
1.26




	
LRSD

	
0.52

	
12.16

	
0.51

	
11.16

	
1.25




	
MLSR

	
FD

	
0.84

	
6.40

	
0.86

	
6.45

	
1.56




	
SD

	
0.87

	
6.61

	
0.87

	
6.54

	
1.55




	
LTFD

	
0.85

	
6.94

	
0.87

	
6.48

	
1.58




	
LTSD

	
0.86

	
6.76

	
0.88

	
6.76

	
1.59




	
LRD

	
0.59

	
9.46

	
0.58

	
9.19

	
1.57




	
LRSD

	
0.51

	
9.76

	
0.60

	
9.66

	
1.59











 





Table 3. Statistics of accuracy parameters for TN inversion model.
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Model

	
Transformation

	
Training Set

	
Validation Set




	
R2

	
RMSE/

g·kg−1

	
R2

	
RMSE/

g·kg−1

	
RPD






	
PLSR

	
FD

	
0.61

	
0.45

	
0.61

	
0.46

	
1.45




	
SD

	
0.65

	
0.43

	
0.64

	
0.43

	
1.56




	
LTFD

	
0.73

	
0.40

	
0.79

	
0.40

	
1.56




	
LTSD

	
0.75

	
0.40

	
0.75

	
0.38

	
1.57




	
LRD

	
0.77

	
0.37

	
0.76

	
0.37

	
1.55




	
LRSD

	
0.74

	
0.37

	
0.78

	
0.39

	
1.51




	
MLSR

	
FD

	
0.52

	
0.45

	
0.50

	
0.46

	
1.43




	
SD

	
0.72

	
0.40

	
0.54

	
0.55

	
1.54




	
LTFD

	
0.65

	
0.36

	
0.62

	
0.40

	
1.45




	
LTSD

	
0.68

	
0.37

	
0.65

	
0.38

	
1.46




	
LRD

	
0.71

	
0.33

	
0.70

	
0.34

	
1.47




	
LRSD

	
0.68

	
0.32

	
0.70

	
0.31

	
1.44











 





Table 4. Statistics of accuracy parameters for TP inversion model.






Table 4. Statistics of accuracy parameters for TP inversion model.





	
Model

	
Transformation

	
Training Set

	
Validation Set




	
R2

	
RMSE/

g·kg−1

	
R2

	
RMSE

g·kg−1

	
RPD






	
PLSR

	
FD

	
0.42

	
0.07

	
0.43

	
0.07

	
1.16




	
SD

	
0.63

	
0.05

	
0.64

	
0.05

	
1.14




	
LTFD

	
0.63

	
0.05

	
0.66

	
0.05

	
1.13




	
LTSD

	
0.64

	
0.05

	
0.62

	
0.05

	
1.27




	
LRD

	
0.56

	
0.05

	
0.57

	
0.06

	
1.14




	
LRSD

	
0.42

	
0.05

	
0.43

	
0.06

	
1.17




	
MLSR

	
FD

	
0.47

	
0.05

	
0.48

	
0.06

	
1.16




	
SD

	
0.63

	
0.06

	
0.64

	
0.06

	
1.17




	
LTFD

	
0.64

	
0.06

	
0.66

	
0.05

	
1.17




	
LTSD

	
0.69

	
0.04

	
0.68

	
0.06

	
1.11




	
LRD

	
0.63

	
0.06

	
0.69

	
0.06

	
1.13




	
LRSD

	
0.47

	
0.06

	
0.49

	
0.05

	
1.14











 





Table 5. Statistics of accuracy parameters for AN inversion model.
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Model

	
Transformation

	
Training Set

	
Validation Set




	
R2

	
RMSE/

mg·kg−1

	
R2

	
RMSE

mg·kg−1

	
RPD






	
PLSR

	
FD

	
0.57

	
38.64

	
0.55

	
39.55

	
1.09




	
SD

	
0.70

	
35.14

	
0.67

	
39.56

	
1.12




	
LTFD

	
0.82

	
27.17

	
0.63

	
40.84

	
1.13




	
LTSD

	
0.81

	
30.21

	
0.66

	
40.45

	
1.24




	
LRD

	
0.75

	
25.21

	
0.70

	
38.56

	
1.20




	
LRSD

	
0.83

	
24.12

	
0.68

	
37.54

	
1.27




	
MLSR

	
FD

	
0.57

	
30.12

	
0.66

	
35.41

	
1.46




	
SD

	
0.68

	
27.45

	
0.68

	
34.11

	
1.45




	
LTFD

	
0.72

	
27.64

	
0.75

	
35.14

	
1.53




	
LTSD

	
0.82

	
26.05

	
0.80

	
26.45

	
1.52




	
LRD

	
0.72

	
26.48

	
0.71

	
32.00

	
1.51




	
LRSD

	
0.76

	
28.19

	
0.61

	
29.42

	
1.50
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