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Abstract: Wheat spike detection is crucial for estimating wheat yields and has a significant impact
on the modernization of wheat cultivation and the advancement of precision agriculture. This
study explores the application of the DETR (Detection Transformer) architecture in wheat spike
detection, introducing a new perspective to this task. We propose a high-precision end-to-end
network named WH-DETR, which is based on an enhanced RT-DETR architecture. Initially, we
employ data augmentation techniques such as image rotation, scaling, and random occlusion on the
GWHD2021 dataset to improve the model’s generalization across various scenarios. A lightweight
feature pyramid, GS-BiFPN, is implemented in the network’s neck section to effectively extract
the multi-scale features of wheat spikes in complex environments, such as those with occlusions,
overlaps, and extreme lighting conditions. Additionally, the introduction of GSConv enhances the
network precision while reducing the computational costs, thereby controlling the detection speed.
Furthermore, the EIoU metric is integrated into the loss function, refined to better focus on partially
occluded or overlapping spikes. The testing results on the dataset demonstrate that this method
achieves an Average Precision (AP) of 95.7%, surpassing current state-of-the-art object detection
methods in both precision and speed. These findings confirm that our approach more closely meets
the practical requirements for wheat spike detection compared to existing methods.

Keywords: deep learning; detection transformer; feature pyramid; wheat spike detection; agriculture

1. Introduction

Wheat is regarded as one of the “big three” cereal crops due to its extensive global
cultivation range [1]. Ten thousand years ago, hunter-gatherers began cultivating wild
emmer wheat [2]. Today, wheat is one of the world’s most crucial food sources, with an
estimated production of 802.8 billion tons projected for the 2023–2024 season [3]. Estimating
wheat yield has always been a significant issue in agriculture, profoundly influencing the
modernization of wheat cultivation and the advancement of precision agriculture [4].
The accurate counting of wheat spikes is one of the key factors in efficient agricultural
management and resource allocation. Therefore, the precise detection and identification of
wheat spikes are crucial for implementing precision agricultural management, optimizing
agricultural production, and enhancing crop yields.

Wheat spike detection has consistently been a significant challenge in the field of object
detection, drawing global talent to the Global Wheat Detection competition [5] to devise
solutions. Conventional methods for estimating wheat yield often involve lengthy processes
and are susceptible to inaccuracies [6]. As computer vision technology has advanced, a
growing number of researchers have started to utilize machine learning approaches in
their studies. Pantazi et al. [7] utilized high-resolution, multi-layer soil data and satellite
imagery to predict variations in wheat yield within fields. Franch et al. [8] assessed and
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predicted the winter wheat yields in the USA and Ukraine using the Difference Vegetation
Index (DVI) derived from MODIS satellite data. Rocha and Dias [9] proposed a Radial
Basis Function (RBF) interpolation model for the early-season yield prediction of durum
wheat in Spain. Although classic machine learning techniques have achieved some success
in predicting wheat yield, their performance heavily relies on cumbersome and error-prone
feature engineering, particularly evident in complex scenarios [10]. The lack of robustness
in these techniques primarily manifests in their severe dependence on manual feature
extraction and hyperparameter tuning, resulting in a poor performance under uncontrolled
environmental conditions such as field illumination, weather, and exposure. Therefore,
without meticulous feature extraction under the supervision of domain experts, these
methods often struggle to adapt to uncontrolled real-world application settings, affecting
the accuracy and practicality of the models.

Leveraging deep learning, particularly object detection technology, has proven to
be a potential method for addressing this issue [11]. Deep learning can autonomously
extract and learn features from raw data, reducing the need for manual feature engi-
neering. Misra et al. [12] combined digital image analysis and machine learning to de-
velop SpikeSegNet for detecting and counting wheat spikes, achieving significant results.
Chandra et al. [13] introduced a point-supervised active learning method for detecting
wheat spikes. Hasan et al. [14] employed four types of R-CNN models to detect wheat
spikes and assess wheat yields under different varieties and fertilizer treatments. Madec
et al. [6] explored two distinct approaches using the Faster-RCNN network and TasselNet
local count regression network to derive wheat spike density from high-resolution RGB
images. Gong et al. [15] enhanced the YOLOv4 network by introducing a Dual Spatial
Pyramid Pooling (SPP) network, proposing a high-accuracy and high-speed real-time detec-
tion method for wheat spikes. Sun et al. [16] proposed an improved wheat head counting
network, WHCnet, employing an enhanced feature pyramid network (AugFPN) to address
issues with poor wheat head detection. Ye et al. [17] introduced a real-time lightweight
neural network named WheatLFANet for the efficient detection and counting of wheat
heads, suitable for deployment on low-end devices. Yan et al. [18] developed a method for
refining the scale of detection layers in a wheat spike detection network using the deep
learning interpretation method GradCAM. Zhao et al. [19] introduced WheatNet for detect-
ing wheat spikes from the filling to maturity stages. CNNs have a strong local perception
ability, enabled by stacking multiple convolutional layers to expand the field of view and
effectively capture local features in images. However, this also results in limited context
capture, a drawback particularly evident in the complex scenarios of wheat spike detection.
Wheat spike object detection still faces challenges such as overlap and crossing, occlusions
and shadows, light transformations, changes in angle and scale, varietal differences, and
growth environments [17], which hinder the performance improvement of wheat spike
detection. The accuracy issues of the network, computational efficiency, and adaptability
under different environmental conditions remain pressing concerns to be addressed.

Object detection algorithms are a crucial technology in the field of computer vision,
primarily divided into two categories: one-stage and two-stage algorithms. Two-stage
algorithms initially generate region proposals, then classify each region and regress its
bounding box. R-CNN [20] marked the inception of two-stage algorithms, generating
region proposals, extracting features for each region, and classifying them using an SVM
classifier. Faster R-CNN [21] introduced the Region Proposal Network (RPN), which
automatically generates high-quality region proposals, enhancing the speed and accuracy
of object detection. One-stage algorithms predict object categories and bounding boxes
directly on the image without the need for generating region proposals, thus, they are
typically faster. YOLO [22] (You Only Look Once) introduced a revolutionary one-stage
detection method, significantly simplifying the object detection process by treating it
as a single regression problem, directly mapping from image pixels to bounding box
coordinates and class probabilities. YOLOv4 [23] introduced innovations like Mosaic
data augmentation and new anchor-free detection heads. YOLOv5 [24] proposed the
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CSPNet structure to reduce computation and introduced automatic anchor adjustment.
YOLOv7 [25] proposed the expanded Efficient Layer Aggregation Network (E-ELAN),
enhancing the feature learning between different feature maps. Subsequent YOLOv8 [26]
and other iterations of the YOLO algorithm have continuously innovated, leading to
sustained improvements in network performance. Besides the YOLO series, SSD [27]
(Single Shot MultiBox Detector) performs object detection on feature maps of different
scales, balancing speed and accuracy. RetinaNet [28] addressed the issue of class imbalance
in one-stage detectors, introducing Focal Loss to enhance the detection performance for
hard-to-classify samples, significantly increasing the detection accuracy. CenterNet [29]
transforms object detection into a keypoint detection task, directly predicting object centers
and sizes to improve detection speed and accuracy. EfficientDet [30] combines EfficientNet
with a compound scaling method, reducing parameters and computational costs while
maintaining a high accuracy. The evolution of object detection algorithms from two stages
to one stage has not only made significant progress in speed and efficiency, but has also
continuously improved detection accuracy.

Recently, the Transformer architecture [31] has become prominent in computer vision,
notably due to its success in natural language processing tasks. This architecture leverages
a self-attention mechanism to analyze interdependencies within sequences, effectively
gathering global contextual data and delivering outstanding results in pixel-level object
detection. In 2020, Carion et al. [32] developed DETR, which applies the Transformer’s
encoder–decoder framework for direct object detection modeling, discarding the conven-
tional reliance on anchor boxes and intricate post-processing actions like Non-Maximum
Suppression (NMS), thereby reconceptualizing object detection into a direct set prediction
task. Following this, Zhu et al. [33] introduced a Deformable DETR that incorporates offset
attention sampling and deformable convolution to mitigate DETR’s slow convergence and
subpar performance with small objects. Subsequently, Meng et al. [34] enhanced DETR’s
design with a Conditional DETR that integrates a conditional mechanism to boost DETR’s
efficiency and effectiveness. Moreover, Lv et al. [35] unveiled RT-DETR, which includes
an Efficient Hybrid Encoder and IoU-aware Query Selection, optimizing computational
efficiency and accuracy for real-time detection. Despite these advancements, computational
complexity and inference speed are ongoing challenges in real-time applications.

Within object detection networks, the Neck section serves as a critical intermediary
between the Backbone, which extracts image features, and the Detection Head, which han-
dles object classification and localization. It plays a pivotal role by refining and processing
the features gathered by the Backbone. This refinement aids in precise feature fusion and
enhances spatial contextual awareness, enriching the Detection Head with more distinct
feature sets. The architecture of the Neck is crucial for boosting detection efficacy, as it
influences feature quality and overall detection precision directly. Utilizing multi-scale
feature pyramids enhances the Neck’s ability to handle objects of different sizes and shapes
effectively. By constructing feature maps at various scales, this approach gathers detailed
and contextual data from the images. The established Feature Pyramid Network (FPN) [36]
significantly boosts the detection of small and occluded objects by merging detailed low-
level and semantic high-level information. Our research explores substituting standard
convolutions in the Neck with GSConv [37], a lightweight convolution technology, and
merging it with the weighted bi-directional feature pyramid (BiFPN) [30]. This integra-
tion forms a novel lightweight feature pyramid, GS-BiFPN, facilitating efficient and swift
multi-scale feature fusion.

In object detection model training, loss functions are essential for measuring the
discrepancies between predicted outcomes and actual results, which facilitates model
refinement. Commonly used loss functions in machine learning, such as cross-entropy and
mean squared error, are prevalent. Yet, these traditional forms may not sufficiently address
the classification and localization errors within complex detection tasks. To overcome
these limitations, advanced loss functions like Focal Loss [28] and IoU Loss [38] have been
designed to adeptly manage the problems of scale variation and class imbalances. This
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research incorporates EIoU [39] and assesses the suitability and impact of tailored loss
functions for the precise detection of wheat spikes.

Previous studies on wheat spike detection tasks have primarily focused on using
traditional CNN-based object detection algorithms, such as Faster R-CNN and YOLO,
for detecting and counting wheat spikes, enhancing detection accuracy and efficiency by
adjusting network structures and parameters. Although Transformer-based methods have
achieved significant success in other computer vision fields, they are relatively new in object
detection, and there has been limited research on their application to wheat spike detection
tasks. Inspired by the Swin Transformer architecture [40], Zhou et al. [41] proposed a
Transformer-based wheat spike detection network, MW-Swin Transformer, marking the
first effort to apply Transformers in the wheat detection field. Zhu et al. [42] developed
three object detection methods using Transformer as the backbone to detect wheat spikes.
This study represents another effort of using Transformer in wheat detection and the first
application of the DETR series algorithms in this field. The goal of this research is to
further investigate wheat spike detection using the DETR algorithm architecture as the
research foundation, proposing a high-accuracy object detection network for wheat spikes.
This aims to apply the DETR architecture to the field of wheat detection, offering a new
approach to wheat detection and achieving a high accuracy while maintaining a good
real-time performance. The contributions of this article are as follows:

• A lightweight feature pyramid, GS-BiFPN, is proposed in the Neck section of the
neural network, which achieves multi-scale feature fusion for wheat spikes under
complex conditions, addressing issues caused by the overlapping and occlusion of
wheat spikes. Additionally, GSConv is comprehensively introduced to further reduce
computational costs.

• EIoU is integrated into the original loss function, resulting in an improved loss func-
tion that increases focus on hard-to-detect portions of wheat spikes, such as those
partially obscured or overlapped, while also accelerating the convergence of the model
training process.

• Evaluation on a mixed dataset shows that our approach yielded promising results.
The Average Precision (AP) of our system achieved 95.7%, exceeding the performance
of existing leading object detection technologies. This performance confirms that
our technique satisfies the stringent accuracy demands necessary for detecting wheat
spikes in real-world farming environments.

2. Materials and Methods
2.1. Data Acquisition

This research utilizes the dataset from the Global Wheat Head Detection Challenge
(GWHD2021), detailed on its official website: http://www.global-wheat.com (accessed
on 9 August 2023). The 2021 edition of the GWHD dataset [43] includes an additional
1722 images from five countries, adding 81,553 wheat heads to the dataset. In total,
the GWHD_2021 dataset features 6422 images and 275,187 wheat spikes contributed by
16 institutions from 12 countries/regions, as depicted in Figure 1. The image specifications
include a resolution of 1024 × 1024 pixels, taken from heights of 1.8 m to 3 m. The cameras
used vary in focal length from 10 mm to 50 mm and include different sensor sizes. The
dataset includes diverse wheat genotypes from Europe, North America, Australia, and
Asia, with planting densities ranging from low to high and row spacings from 12.5 cm to
30.5 cm. It also covers various soil and climatic conditions, including fertile loamy soil in
France’s Picardy and chalky clay in the Swiss highlands [44]. Using the GWHD2021 dataset
promotes better model generalization. Additionally, the GWHD2021 dataset includes
images capturing wheat spikes at various growth stages, including the late flowering, grain
filling, grain filling maturity, and maturity stages. This diversity in growth stages ensures
the robustness and adaptability of the trained models across different phenological phases.
For this study, 5000 images containing 213,685 wheat heads were selected from the GWHD
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dataset. These were split into training and testing sets at an 80:20 ratio, with 4000 training
images and 1000 testing images.
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Figure 1. Distribution map of the Global Wheat Head Detection Challenge (GWHD2021) dataset.
This dataset contains 6422 images and 275,187 wheat spikes, covering 16 institutions across
12 countries/regions. Schematics A–C depict actual agricultural field images from some of the
dataset’s collection locations. (A) Rothamsted Research Farm in the UK shows the row distribution of
wheat spikes and the overall layout of the farm. (B) Gatton, Queensland, Australia, shows the wheat
planting patterns adapted to the tropical climate. (C) Fields in Villiers le Bâcle, France, represent wheat
cultivation under the temperate climate of Europe. Images (a–l) are actual field samples of wheat
from various regions and environmental conditions, with specific countries/regions corresponding
to the actual markings in the image. For example, (a) shows wheat cultivation in the mountainous
conditions of the Swiss highlands. (i) Displays typical wheat from Japan. (k) Shows a typical dense
distribution of wheat spikes in Australia.

2.2. Data Augmentation

Data augmentation plays a critical role in enhancing the robustness and generalizabil-
ity of deep learning models, especially in the context of agricultural image analysis, where
variations in lighting, orientation, and scale are common. In our research, we implemented
various data augmentation strategies to artificially expand the diversity of the dataset, en-
suring that our trained models performed exceptionally and maintained stable predictive
capabilities when facing overfitting.

The augmentation techniques included geometric transformations such as random rota-
tions (0◦ to 360◦), horizontal and vertical flips, and random cropping. These transformations
simulated the natural orientations and positions of wheat spikes in the field. Random rescaling
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was also applied to the images, simulating the effects of different camera distances and zoom
levels, crucial for the varied camera focal lengths (10 mm to 50 mm) in the GWHD2021 dataset.
To account for variations in lighting conditions, we introduced photometric enhancements
such as brightness and contrast adjustments, as well as random shadows and highlights,
creating a range of simulated lighting scenarios that might occur during data collection. Noise
injection was another key aspect of our data augmentation strategy. This involved adding
Gaussian noise to images, which helped the model become noise invariant, thereby stabilizing
it against sensor noise or granularity, common under low-light conditions or with images
from different sensor sizes in our dataset. Additionally, color enhancements were performed
by altering the hue, saturation, and value (HSV) of the images, enabling the model to han-
dle variations in soil and crop colors caused by different soil climate conditions and wheat
genotypes in the dataset. Lastly, we employed random erasing by randomly deleting parts
of images to introduce occlusions. This strategy was particularly effective for training the
model to detect wheat spikes in the presence of obstacles, such as leaves or stems that might
cover some spikes in the field. The augmented images were then merged into the training
set to produce the final dataset, which included a balanced mix of original and augmented
images, maintaining an 8:2 training to testing ratio. The effectiveness of the data augmentation
techniques is shown in Figure 2. The augmented dataset comprised a total of 6750 images,
with 5400 for training and 1350 for testing. The implementation of this comprehensive data
augmentation strategy was expected to equip the model with the ability to reliably detect
wheat spikes under various environmental conditions, reducing the model’s sensitivity to
variance that could lead to detection inaccuracies.
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and horizontal flips for different orientations; random rotation for a 360◦ perspective; random rescale
to simulate camera distance changes; random erasing and cropping to adjust for obstructions and
positioning; and modifications to brightness, contrast, and noise to mimic natural lighting and
enhance robustness.

2.3. Overall Architecture

In developing the WH-DETR model, we pinpointed several key challenges related to
detecting wheat spikes within intricate agricultural settings, such as occlusions and over-
lapping, alongside demands for prompt detection capabilities. To tackle these issues, we
adopted the RT-DETR network as our foundational architecture and implemented specific
enhancements. Illustrated in Figures 3 and 4, we employed a lightweight feature pyra-
mid network, GS-BiFPN, aimed at efficiently extracting multi-scale features with reduced
computational demands. We further cut down on computational expenses by substituting
standard convolutions with GSConv in the neck portion of the model. Additionally, we
refined the loss function by incorporating EIoU loss, augmenting the model’s proficiency
in recognizing occluded and overlapping wheat spikes. Anticipated to boost the detection
precision in complicated environments, these modifications also strived to uphold swift
detection speeds to fulfill the prerequisites for real-time applications.
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Figure 3. Introduction to WH-DETR. The model starts by harnessing features from the backbone’s
final three stages {S3, S4, and S5} for the encoder input. It features an efficient hybrid encoder that
processes these multi-scale features into a coherent sequence of image features, facilitated by intra-
scale feature interaction (AIFI) and the integration of GS-BiFPN. The system utilizes IoU-aware query
selection to choose a predefined set of image features as initial queries for the decoder. Subsequently,
the decoder, equipped with an auxiliary prediction head, methodically refines these queries to
produce bounding boxes and confidence scores.

2.4. GS-BiFPN: A Strategy for Feature Fusion and Efficiency Optimization in Wheat
Spike Detection

To improve wheat spike detection performance, especially in scenarios with frequent
overlapping or occlusions, and considering the reasonable use of computational resources,
this paper introduces a lightweight feature pyramid network architecture named GS-BiFPN.
As shown in Figure 5, the proposed GS-BiFPN structure optimizes the bi-directional feature
fusion path of the feature pyramid by directly connecting high-resolution P3 feature maps
with lower-resolution P5, P6, and P7 feature maps. As shown in part (c) of the figure, GS-
BiFPN strengthens the information flow through red connection lines, ensuring that detailed
information is effectively transmitted even within multi-layered deep networks, enhancing
the model’s capability to detect wheat spikes. Part (d) of the figure, the GSConv component,
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demonstrates how we utilize depth-wise separable convolutions (DWConv), concatenation
(Concat), and channel shuffling (shuffle) operations to reduce the computational load while
maintaining the efficiency of feature fusion. These innovative designs fully exploit each
level’s feature map, from P3 to P7 as shown, improving the overall network’s performance
in wheat spike detection tasks. This strategy, based on the degradation phenomenon of
detailed information propagation in deep networks, aims to mitigate its impact on wheat
detection accuracy. Through this optimized information flow, the model’s detection head
can more directly utilize high-resolution features, becoming more sensitive to minute details
of wheat spikes. Figure 6 reveals, in detail, how our proposed GS-BiFPN is implemented
within the WHDETR model, where the optimized feature transfer mechanism enhances
detailed information transfer while ensuring computational efficiency. The innovative
GS-BiFPN component of our architecture is described in detail in Algorithm 1. This
pseudocode explains how GS-BiFPN facilitates multi-scale feature integration within the
network. This comprehensive design strategy ensures that the lightweight network model
does not sacrifice detection accuracy.
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Algorithm 1: Pseudocode of the GS-BiFPN Architecture

Input: Feature maps set C = {C3, C4, C5, C6, C7} from different levels of the backbone CNN
Output: Enhanced feature maps set P = {P3, P4, P5, P6, P7}
1: function GS-BiFPN(C)
2: P← {}
3: for i = 3 to 7 do
4: Pi ← Conv1×1(Ci) + UpSample(Pi+1)
5: end for
6: for i = 7 downto 3 do
7: if i > 3 then
8: Pi ← GSConv(Merge(Pi, DownSample(Pi−1)))
9: end if
10: end for
11: P3 ← UpSample(P4)
12: P5 ← GSConv(Merge(C5, DownSample(P3), P5, UpSample(P6)))
13: P6 ← GSConv(Merge(C6, DownSample(P3), P6, UpSample(P7)))
14: P7 ← GSConv(Merge(C7, DownSample(P3), P7))
15: return P
16: end function
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Figure 5. Comparison of feature pyramid network structures. (a) Displays the traditional FPN
structure. (b) Reveals the enhanced strategy of BiFPN, which introduces additional top–down
and bottom–up paths to foster richer interaction among features. (c) Is our proposed GS-BiFPN,
which further enhances feature flow by direct connections and multi-point fusion to strengthen the
propagation efficiency of multi-scale features. (d) Details the design of GSConv, a component that
reduces computational complexity through grouped convolution and channel shuffling techniques
while maintaining effective feature fusion capabilities.
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The operation of standard convolution can be described as performing a fully con-
nected convolution on the input feature map I using the kernel K. The computational cost
of this operation can be estimated using the following formula:

Ostd = Conv(I, K) (1)

Considering that the dimensions of the input feature map are H ×W × Cin, the size
of the convolution kernel is Dk × Dk, and the number of output feature map channels
is Cout, the computational complexity of the standard convolution can be approximately
calculated as:

Time(Ostd) = H ×W × D2
k × Cin × Cout (2)
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Compared to standard convolution, GSConv significantly reduces computational
complexity and parameter count by grouping the input feature map and performing convo-
lution independently within each group, followed by channel shuffling. The computational
complexity of GSConv can be estimated using the following formula:

Ogs = Shu f f le(GroupConv(I, K, G)) (3)

If the input feature map is divided into G groups, with the number of channels per
group becoming Cin/G, the computational complexity of GSConv can be expressed as:

Time
(
Ogs

)
=

1
G
× H ×W × D2

k × Cin × Cout (4)

Adding channel shuffling does introduce additional computation; however, since this
computation is relatively minor, overall, GSConv can significantly reduce computational
complexity—approximately by a factor of G (where G is the number of groups)—while
maintaining a similar representational capability compared to standard convolution.

In the Feature Pyramid Network (FPN), the input feature maps Ci come from different
levels of the underlying convolutional neural network, representing multi-scale visual
features from shallow to deep layers. We have a feature pyramid Pi, where i denotes
different pyramid levels. For each specific level i, the input feature map Ci undergoes
feature fusion to produce the output feature map Pi. Ci is typically reduced in channel
number by a 1× 1 convolution layer, then merged with the feature map of the next layer
through an upsampling step. The formula is expressed as:

Pi = Conv1×1(Ci) + UpSample(Pi+1) (5)

Conv1×1 is a 1× 1 convolution used to reduce the number of channels, facilitating the
addition of the upsampled feature map Pi+1. The UpSample operation denotes upsampling.

The BiFPN enhances the information pathway from top to bottom, and for each
pyramid level i, it integrates information not only from the previous layer, but also considers
the information from lower-resolution levels.

P
′
i = Conv

(
Merge

(
Ci, UpSample

(
P
′
i+1

)
, DownSample

(
P
′
i−1

)))
(6)

where Merge refers to feature fusion, incorporating information from various resolution
levels.

In GS-BiFPN, to mitigate the degradation of detailed information as it propagates
through deep networks, direct connections from the P3 layer to lower-resolution feature
maps P5, P6, and P7 are added to enhance the transfer of detail features. Additionally,
GSConv is introduced to reduce the computational costs of feature fusion. The formulas
for the fused feature maps P5, P6, and P7 are as follows:

P′′5 = GSConv
(

Merge
(
C5, DownSample

(
P′′3

)
, UpSample

(
P′′6

)
, DownSample

(
P′′4

)))
(7)

P′′6 = GSConv
(

Merge
(
C6, DownSample

(
P′′3

)
, UpSample

(
P′′7

)
, DownSample

(
P′′5

)))
(8)

P′′7 = GSConv
(

Merge
(
C7, DownSample

(
P′′3

)
, DownSample

(
P′′6

)))
(9)

Here, we incorporate information from the P3 layer into the P5, P6, and P7 layers to
better preserve the detailed information of wheat spikes.

2.5. Precision Agriculture Visual Perception: Integrating EIoU Loss Function to Optimize
Detection of Highly Overlapping Wheat Spikes

In the task of object detection, the design of the loss function is crucial for the per-
formance of the model. It affects not only the efficiency of the model learning, but also
determines the accuracy of the detection. Although the GIoU loss function of our base
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model, RT-DETR, enhances the geometric consistency in object detection, it still faces chal-
lenges in handling overlapping objects. GIoU loss considers the overlap and size difference
between the predicted and actual bounding boxes, but it does not sufficiently penalize
deviations in the shape and position of the boxes. Particularly in agricultural settings, it is
critical to accurately distinguish and locate closely overlapping wheat spikes, and the limi-
tations of GIoU may lead to inaccurate estimations in overlapping areas. To address this, we
incorporate the EIoU loss function in the WH-DETR model to remedy these shortcomings.
The EIoU loss includes considerations for aspect ratio and centroid deviations, guiding the
model more meticulously in distinguishing overlapping objects. By incorporating this loss,
the model provides more precise feedback on the geometric properties of bounding boxes,
especially in cases of overlapping wheat spikes, thus enhancing the detection accuracy and
model convergence speed. The definition of the EIoU loss function is as follows:

LEIoU = 1− IoU + ρ2(b, bgt
)
+ αρ2(w, wgt

)
+ βρ2(h, hgt

)
(10)

Here, IoU denotes the intersection over union between the predicted and actual
bounding boxes. ρ2(b, bgt

)
represents the squared Euclidean distance between the centroids

of the predicted and actual boxes, accounting for positional deviations and penalizing
inaccuracies in centroid localization. α and β are weighting coefficients used to balance the
size loss terms. ρ2(w, wgt

)
and ρ2(h, hgt

)
, respectively, represent the squared differences

in width w and height h between the predicted and actual boxes. These components
specifically address errors in target size and shape to enhance the detection accuracy of
small objects and those with significant shape variations.

In the WH-DETR model, we further integrated the EIoU loss to enhance the model’s
adaptability to complex scenes. The integrated loss function is as follows:

LWH−DETR = LRT−DETR + λEIoU LEIoU (11)

In the WH-DETR model, LRT−DETR represents the loss function of the RT-DETR
network, LEIOU includes additional geometric considerations from EIoU, and λEIoU is
a weighting factor used to balance the impact of the EIoU loss within the overall loss
function. By incorporating the EIoU loss, WH-DETR achieves faster convergence and
a higher localization accuracy in scenarios that require a nuanced understanding of the
geometric relationships between predicted and actual bounding boxes.

3. Results and Discussion
3.1. Experiment Settings

The experiments in this study were conducted using the PyTorch 2.0.0 framework
on the following hardware environment: NVIDIA RTX 3090 GPU (24 GB of VRAM) and
Intel(R) Xeon(R) Gold 6330 CPU (14 vCPUs, 2.00 GHz) with 80 GB of system memory. The
software depends on Python 3.8 and Cuda 11.8.

Each experiment was initiated with weights that were randomly assigned, without
reliance on pre-trained models throughout the training process. The dataset, formatted
in YOLO style, was partitioned into an 80% training subset and a 20% testing subset,
including 5,400 training and 1,350 testing images. The training lasted for 100 epochs, with
images maintained at a resolution of 1024 × 1024 pixels and batches composed of eight
images. Optimization was managed by the Adam algorithm, starting with a learning
rate of 1 × 10−4, which was progressively adjusted using a cosine annealing approach.
These settings were carefully chosen to optimize the training efficacy and ensure consistent
experimental outcomes across tests.

3.2. Evaluation Indicator

In our research, we assessed the model’s efficacy using metrics including AP, recall,
FPS, and model dimensions. AP represents the area under the curve of the precision–recall
relationship, indicating the model’s average efficacy throughout the dataset. Recall mea-
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sures the ratio of accurately identified wheat spikes against all actual wheat spikes present,
and precision measures the ratio of accurately identified wheat spikes against all spikes
detected by the model. Below are the formulas used for these calculations:

precision =
TP

TP + FP
(12)

recall =
TP

TP + FN
(13)

AP =
∫ 1

0
precision(recall)d(recall) (14)

TP (True Positives), FP (False Positives), and TN (False Negatives) represent the
number of wheat spikes correctly detected, incorrectly detected, and missed, respectively.
In the field of object detection, the AP metric is widely used to evaluate the comprehensive
detection performance of models. To quantify the detection speed, we calculated the frames
per second (FPS) of the model, with the formula as follows:

FPS =
1
T

(15)

where T represents the average time required to process a single frame image.
In this study, we used AP50 as the primary evaluation metric, which measures the

proportion of correct positive detections by the model at an IoU threshold of 0.5. Addition-
ally, the real-time performance of the model was assessed by the frames per second (FPS)
metric, which reflects the model’s capability to process input images in real time.

3.3. Model Performance

In this experimental phase, we thoroughly assessed the WH-DETR model’s capability
to detect wheat spikes. This comparison aimed to elucidate the performance variations
among different network models and specifically underscore WH-DETR’s superior accuracy
and speed.

In this study, we evaluated the WH-DETR model for wheat spike detection and
compared it against nine leading object detection algorithms, as summarized in Table 1.
These included two-stage networks such as Faster R-CNN [21] and Mask R-CNN [45],
one-stage networks like SSD [27], Centernet [29], YOLOv5 [24], and YOLOv8 [26], and
Transformer-based variants like Deformable DETR [33], DINO-Deformable-DETR [46],
and our baseline, RT-DETR [35]. WH-DETR achieved a score of 0.957 on the standard
AP50 metric, surpassing these existing technologies. Particularly notable in terms of its
parameter efficiency, despite YOLOv8 having more parameters (43 M compared to 37 M)
and a slightly higher FPS (58.72 compared to 46.68), WH-DETR still outperformed in the
AP50 metric, achieving 0.957, surpassing YOLOv8’s 0.912. Additionally, compared to
Deformable DETR and DINO-Deformable-DETR, with AP50 scores of 0.878 and 0.895,
respectively, WH-DETR established a new benchmark for performance. In terms of real-
time processing capabilities, despite having fewer parameters (37 M vs. 47 M for DINO-
Deformable-DETR), WH-DETR achieved a high FPS of 46.68, significantly enhancing real-
time processing capabilities compared to 18.36. This advantage not only demonstrates WH-
DETR’s meticulous balance of efficiency and performance, but also implies that, in resource-
limited deployment environments, WH-DETR can operate more efficiently. Additionally, in
Figure 7, the training loss curve comparisons showed significant performance advantages
for WH-DETR, with faster and more stable loss reduction, validating the critical role
of optimized loss functions in enhancing detection performance. The confusion matrix
in Figure 8 further illustrates the performance of WH-DETR in distinguishing between
wheat heads and background. The high accuracy of wheat head detection, with minimal
misclassification, emphasizes the robustness and reliability of the WH-DETR model.
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Table 1. Detection results on GWHD2021. DINO-Deformable-DETR is abbreviated as DINO.

Model Type Backbone AP50 FPSbs = 1 Params (M)

SSD [27] One-Stage VGG-16 0.784 51.73 16
Centernet [29] ResNet-50 0.832 49.52 29
YOLOv5-L [24] 0.907 60.32 1 46
YOLOv8-L [26] 0.912 58.72 43
Faster R-CNN [21] Two-Stage ResNet-50 0.856 12.83 41
Mask R-CNN [45] ResNet-50 0.862 13.17 44
Deformable DETR [33] DETR ResNet-50 0.878 15.27 40
DINO [46] ResNet-50 0.895 18.36 47
RT-DETR-L [35] HGNetv2 0.914 34.52 32
WH-DETR (Ours) 2 HGNetv2 0.957 1 46.68 37

1 Bold values indicate statistically significant results. 2 indicates our proposed model.
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In Figure 9, we conducted a comparative analysis of the detection performance of the
WH-DETR, YOLOv8, Faster R-CNN, and RT-DETR models. Particularly in challenging
lighting conditions, the WH-DETR model maintained a high detection accuracy, especially
evident in images C and D. In these images, the model accurately identified wheat spikes
under both strong and weak lighting, highlighting WH-DETR’s capability to adapt to varying
lighting conditions. In image C, under low light, Faster R-CNN, YOLOv8, and RT-DETR all
exhibited varying degrees of missed detections, indicating WH-DETR’s superior robustness
under uneven lighting conditions. In image D, under strong lighting, the misdetections
by Faster R-CNN and missed detections by YOLOv8 and RT-DETR further demonstrated
WH-DETR’s stability in extreme conditions. These comparative results might point to WH-
DETR’s innovations in feature fusion strategies and loss function design, which likely support
the model’s stable detection performance under different lighting conditions. In image A,
although all models accurately identified most wheat spikes, WH-DETR performed better
in detecting spikes at the edges and under slight obstructions, indicating its more precise
boundary feature capture. Furthermore, image B showed WH-DETR’s higher robustness
to variations in the shape and size of wheat spikes, possibly due to its loss function design,
enhancing the model’s recognition of small-sized and shape-changing targets. Image E
showcased the detection of wheat spikes against a very uniform background, where WH-
DETR avoided overfitting to background noise, a weakness observed in other models. This
robustness against background interference may stem from the diverse data augmentation
techniques applied during WH-DETR’s training process.
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(A) Depicts the detection scenario under severe background interference; (B) shows the detection
outcome in sparse vegetation; (C) reflects the algorithm’s performance in low-light conditions;
(D) demonstrates the detection effectiveness under strong lighting; and (E) displays the detection
results in high vegetation density.

In summary, the WH-DETR model exhibited significant performance advantages
under varying environmental conditions, especially in scenarios with uneven lighting and
complex obstructions. Its advanced feature processing capabilities and sensitivity to details
ensured a high accuracy in real field conditions, while also demonstrating an excellent
robustness against background interference. These attributes make the WH-DETR model a
strong candidate for precision agriculture and automated plant protection applications.

In Figure 10, we can visually examine the focal points of wheat spike detection by
the WH-DETR, YOLOv8, Faster R-CNN, and RT-DETR models through a comparison
of heatmaps with the original images. Notably, WH-DETR’s heatmap displayed a high
concentration and precise recognition of wheat spikes, in stark contrast to the larger error
hotspots of YOLOv8 and Faster R-CNN, with WH-DETR’s key target highlights being
more distinct and concentrated—a visual alignment with the actual distribution of wheat
spikes in the original images. This concentration indicated our model’s precision in feature
extraction and accuracy in target localization. While RT-DETR showed more extensive
coverage in the detection area, it appeared to be less refined in recognizing specific complex
scenes. As shown in Figure 10a,c, RT-DETR struggled to accurately focus on wheat spike
features within extensive detection areas, increasing the likelihood of false detections.
Conversely, WH-DETR demonstrated precise attention to the areas where wheat spikes
were distributed, thus achieving a higher detection accuracy. As illustrated in Figure 10b,d,
WH-DETR precisely focused on scenarios where wheat spikes overlapped, enhancing
detection efficiency. Although other areas received less attention, the spikes there were
in less disturbed regions, making them easier to detect. WH-DETR’s heatmap not only
reflects its high sensitivity to small targets against complex backgrounds, but also reveals
its high specificity in target detection while maintaining a low false detection rate, a critical
feature for detecting wheat spikes under dense coverage and obstructive conditions, further
highlighting the significant progress made by the WH-DETR model.
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Figure 10. (a–d) In the figure are examples of heat maps: for each heat map, the top left image is the
original wheat spike image, while the top right and bottom row images display the corresponding
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heatmaps. These heatmaps represent the response intensity of different algorithms to the target
features. In the heatmaps, red areas indicate the algorithm’s predicted focus areas, i.e., the possible
locations of wheat spikes, while blue areas denote regions of lower focus.

3.4. Ablation Experiments

Before delving into an in-depth analysis of the WH-DETR model, we first highlight
our innovations by comparing them with the baseline model, RT-DETR. As our research
starting point, RT-DETR has already established a solid foundation in object detection tasks.
However, the WH-DETR model, by incorporating three key technologies—GS-BiFPN,
GSConv, and EIoU loss function—not only significantly improved the AP50 index from
0.914 to 0.957 in a similar parameter count, but also demonstrated a superior real-time
performance (FPS increased to 46.68). This comparison provides a clear research motivation
for our subsequent ablation studies: to systematically identify the specific contributions of
each innovation to the model’s performance and assess the impact of each improvement on
the model performance.

3.4.1. The Impact of the Lightweight Feature Pyramid Network GS-BiFPN

First, the introduction of the lightweight feature pyramid network, GS-BiFPN, was
evaluated, as detailed in Table 2. To assess the contribution of GS-BiFPN to the model
performance, we initially removed the GS-BiFPN module while keeping all other modules
unchanged, then sequentially reintroduced FPN, BiFPN, and GS-BiFPN. The results showed
that removing GS-BiFPN led to a decrease in AP50 from 0.957 to 0.914, while FPS increased
from 46.68 to 50.92. This indicated that GS-BiFPN was crucial for effective integration
of multi-scale features, improving AP50 by 4.3%, with only a minor decrease in FPS.
Compared to introducing FPN and BiFPN, while FPS was similar among the three, the
introduction of GS-BiFPN resulted in 5.4% and 3.5% increases in AP50 over FPN and
BiFPN, respectively.

Table 2. Comparison of the specific impacts of GS-BiFPN and other feature pyramid network
architectures on Average Precision (AP50), Frame Rate (FPS), and Model Parameter Count in the
WH-DETR model.

Model AP50 FPSbs = 1 Params (M)

WH-DETR without GS-BiFPN 0.914 50.92 28
WH-DETR with FPN 0.903 47.34 34
WH-DETR with BiFPN 0.922 45.52 36
WH-DETR with GS-BiFPN 0.957 1 46.68 37

1 Bold values indicate statistically significant results.

The introduction of GS-BiFPN played a decisive role in improving the WH-DETR
model’s AP50 performance to 0.957. This significant enhancement can be attributed to
the optimization of feature fusion and scale perception capabilities by GS-BiFPN. By
enabling high-level feature maps to directly utilize the detailed information flow from
lower-level feature maps, the model significantly improved its detection accuracy for targets
of various sizes, particularly enhancing its capability to capture fine-grained features.
This feature fusion strategy, which incorporates grouped convolution and depth-wise
separable convolution, not only optimized the integration process of the information flow,
but also enhanced the efficiency and diversity of the feature extraction. Although the
introduction of GS-BiFPN increased the computational demands, the real-time processing
speed of the model—the FPS slightly decreased from 50.92 to 46.68—still remained at a high
level. This demonstrated that GS-BiFPN’s design managed to enhance performance while
also considering the efficiency of computational resource usage. In real-time application
scenarios, this aspect is especially crucial, as it ensures that the model operates efficiently
without sacrificing detection accuracy.
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Compared with other feature pyramid networks like FPN and BiFPN, GS-BiFPN’s
performance advantage was further confirmed. Our analysis revealed that GS-BiFPN not
only strengthened the model’s feature representation capabilities, but also balanced the
relationship between performance and computational efficiency. Additionally, results from
ablation studies highlighted the critical role of GS-BiFPN in the design of WH-DETR and
provided valuable insights for future efforts to find a better balance between performance
and efficiency in model optimization.

3.4.2. The Contribution of Introducing GSConv

Next, we separately evaluated the improvements brought about by the introduction
of GSConv, as detailed in Table 3. Initially, we removed GSConv and then reintroduced
it in the overall network, the head part, and the neck part. When the GSConv module
was removed, we observed a slight increase in AP50 performance; however, the FPS
significantly dropped to 33.53. When GSConv was globally reintroduced, there was a slight
improvement in FPS (48.14), but AP50 decreased by 3.6% compared to when GSConv was
introduced only in the neck part. When introduced solely in the head part, the overall
performance declined.

Table 3. Comparison of the impact on metrics from different integration strategies of GSConv in the
WH-DETR model.

Model AP50 FPSbs = 1 Params (M)

WH-DETR without GS-Conv 0.959 1 33.53 45
WH-DETR with GSConv(ALL) 0.921 48.14 1 33
WH-DETR with GSConv(HEAD) 0.903 45.71 36
WH-DETR with GSConv(NECK) 0.957 1 46.68 37

1 Bold values indicate statistically significant results.

The analysis showed that, without GSConv, the model reached an AP50 of 0.959—a
relatively high benchmark, but at the cost of a lower FPS (33.53). This reflects that traditional
convolution operations, while performing well, exhibit noticeable limitations in processing
speed, especially in scenarios requiring real-time responses. On the other hand, when
GSConv was incorporated throughout the model, despite a significant reduction in the
parameter count to 33 M, the FPS improved markedly to 48.14, but AP50 decreased to
0.921. This indicated that, while GSConv was effective in reducing the model complexity
and increasing the processing speed, its grouped and depth-wise separable features may
have reduced the granularity of the feature extraction, thus impacting the overall detection
accuracy. This global application might remove key information useful for subsequent
tasks in the early layers of feature extraction or overly simplify the processing steps where
a higher computational power is needed. When GSConv was introduced in the neck
part of the model, it maintained a high accuracy (AP50 of 0.957) with a reasonable speed
(46.68 FPS), indicating that the neck part was a critical area for GSConv’s effectiveness.
Specifically, the neck part was responsible for transforming high-level abstract features
extracted from the backbone into richer and more diverse feature representations, which
are crucial for subsequent object detection tasks. GSConv, through its grouping and depth-
wise separable mechanisms, maintained a sufficient feature representation capacity while
improving computational efficiency. This might explain why the introduction of GSConv
in the neck part of WH-DETR could improve the AP50, and since the neck part acts as
a “bridge” in feature transmission, optimizing this part had a significant impact on the
overall model performance. Conversely, when GSConv was applied to the head part of the
model, the accuracy decreased (AP50 of 0.903), indicating that the head part required more
complex feature-processing capabilities, and the simplified operations of GSConv might
limit performance in this section. The head part typically involves the direct decoding and
classification of multiple feature layers, requiring a higher level of fine-grained feature
expression. Therefore, GSConv in this part may not provide sufficient feature retention,
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leading to a slight reduction in accuracy. Considering the number of model parameters, we
see that the use of GSConv significantly reduced the parameter count, which is particularly
valuable in resource-constrained application scenarios.

Overall, when GSConv was applied only in the neck part, the model almost matched
the precision of the version without GSConv (AP50 of 0.957), while improving speed (FPS
of 46.68), and the parameter count increased only slightly to 37 M. This indicated that
applying GSConv in this specific part of the model found an appropriate balance between
efficiency and effectiveness. The neck part, as a key module linking the backbone and head,
was crucial for enhancing the overall model performance without sacrificing the necessary
feature details.

3.4.3. The Effects of Integrating the EIoU Loss Function

Finally, this study explores the impact of integrating the EIoU loss function on the
performance of the WH-DETR model, as detailed in Table 4. The experiments included
scenarios without incorporating any other loss functions, as well as introducing CIoU,
WIoU, and EIoU, respectively.

Table 4. Results of WH-DETR with different IoU loss functions.

Method AP50 Recall

Original Loss(GIoU) 0.922 0.883
Original Loss + CIoU 0.925 0.892
Original Loss + WIoU 0.923 0.895

Original Loss + EIoU 1 0.957 1 0.927
1 Indicates the proposed model (WH-DETR) and the use of the Original Loss + EIoU configuration.

The experimental results indicate that, among all the tested loss function variants,
the addition of the EIoU loss function (Original Loss + EIoU) yielded the most significant
performance enhancement to the model, with AP50 increasing from 0.922 to 0.957 and
Recall from 0.883 to 0.927. This outcome strongly suggests the critical role of the EIoU loss
function in precise target localization during model training, particularly in enhancing the
model’s sensitivity to IoU overlap scenarios. The superiority of the EIoU loss function may
result from its meticulous consideration of target size and shape, which allows for more
accurate guidance on how the model learns to align with the actual targets. Compared
to the GIoU loss (Original Loss + GIoU) and other variants such as CIoU and WIoU,
EIoU provides a more complex error signal, aiding in more accurate predictions of the
target bounding boxes in scenarios with obstructions and overlaps. Furthermore, analyses
showed that, while CIoU (Original Loss + CIoU) and WIoU (Original Loss + WIoU) also
achieved performance improvements in AP50 and Recall, the increases were smaller. This
may indicate the limitations of these loss functions in specific object detection scenarios or
their relatively incomplete consideration of target scale, shape, and contextual information
compared to EIoU. The importance of loss functions in training deep learning models is
crucial, as they directly affect how models adjust weights during the optimization process
to reduce prediction errors. The effectiveness of the EIoU loss function emphasizes the
importance of loss function design in object detection tasks and shows that refined loss
functions can significantly enhance model accuracy and robustness.

Figure 11 demonstrates the impact of different loss function combinations on wheat
spike detection in scenarios with significant overlap. In Figure 11a, we selected a scene
with notable overlap (indicated by the red box) for analysis. Comparing Figure 11b–e,
the GIoU + EIOU combination excelled in addressing the challenge of overlap, effectively
recognizing and reducing redundant detection boxes. This combination particularly stood
out in the Class Activation Maps (CAMs) shown in Figure 11f–i, where it concentrated sig-
nificant attention on the correct locations of wheat spikes, showcasing superior recognition
capabilities over other combinations.
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Moreover, the GIoU and GIoU + CIoU combinations produced a higher number of
overlapping detection boxes in these complex scenes, indicating a substantial detection
redundancy. Although the GIoU + WIoU combination showed some improvement, it
still fell short in accuracy and the control of redundancies. The superior performance
of the GIoU + EIOU combination can be attributed to the introduction of the EIOU loss,
which effectively optimized the alignment of bounding boxes and the interaction between
targets, especially in overlapping scenarios. The EIOU loss enhanced the detection model’s
sensitivity to overlapping areas of the bounding boxes, thereby improving the detection
precision and significantly reducing redundancies. In contrast, although other loss func-
tions considered the geometric alignment of targets, their optimization effects were less
pronounced in complex scenarios with multiple overlapping targets. These observations
provide crucial experimental evidence for selecting loss functions in wheat spike detection
models, particularly in agricultural environments with frequent target overlaps.

Overall, the integration of the EIoU loss function significantly improved the WH-
DETR model’s performance on the AP50 and Recall metrics, highlighting the importance
of considering detailed target localization errors in loss function design.

3.4.4. Summary of Ablation Studies

The results of our ablation studies indicated that both GSConv and GS-BiFPN played
crucial roles in enhancing the performance of the WH-DETR model. GSConv significantly
reduced the computational complexity, which contributed to the increased FPS observed
in our experiments. Meanwhile, the introduction of GS-BiFPN improved the efficiency
of feature fusion, leading to a better detection accuracy. Although the inclusion of GS-
BiFPN increased the parameter count, its impact on real-time processing was mitigated
by the efficiency gains from GSConv. This combined effect explains why the WH-DETR
model, despite having more parameters than RT-DETR_L, achieved a higher FPS. Addi-
tionally, the integration of the EIoU loss function significantly improved the AP50 and
Recall metrics, emphasizing the importance of detailed target localization. These findings
underscore the importance of balancing model complexity and computational efficiency to
optimize performance.
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4. Conclusions

This study introduced an improved RT-DETR model, WH-DETR, aimed at enhancing
performance in wheat spike detection tasks. Through in-depth experimental analysis,
we demonstrated the significance of integrating GS-BiFPN, GSConv, and the EIoU loss
function in the model for enhancing the detection accuracy in complex scenarios. The WH-
DETR model achieved outstanding results across various metrics, and the improvement
in AP50 validates our strategies for feature fusion and loss function refinement. The
innovations of this model are not only in performance enhancement, but also in optimizing
real-time processing capabilities and computational efficiency. This provides significant
convenience for practical applications needing rapid responses in resource-limited field
environments, such as drone monitoring and automated harvesting. Additionally, the
scalability of WH-DETR lays the groundwork for future applications in other crop detection
tasks. In summary, the WH-DETR model represents a significant step forward in advancing
target detection technology in precision agriculture, offering substantial technical support
for achieving a more efficient and intelligent agricultural production system. Despite
significant progress in wheat spike detection with WH-DETR, we identify the following
directions as crucial for future research:

• Model Light-weighting and Acceleration: Further research into model light-weighting
and acceleration techniques to adapt to edge computing devices, promoting the
model’s application in actual agricultural production environments.

• Multitask Learning: Explore multitask learning models that integrate wheat spike
detection with other agricultural tasks, such as pest and disease identification and
growth stage prediction, to achieve more comprehensive agricultural monitoring.

• Extending Application Scope: Investigate the applicability of the WH-DETR model
in a broader range of target detection tasks, including adaptability to different en-
vironmental conditions and crop types, to enhance the diversity and robustness of
agricultural monitoring systems.
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