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Abstract: Accurately classifying the quality of apples is crucial for maximizing their commercial value.
Deep learning techniques are being widely adopted for apple quality classification tasks, achieving
impressive results. While existing research excels at classifying apple variety, size, shape, and defects,
color and deformity analysis remain an under-explored area. Therefore, this study investigates the
feasibility of utilizing convolutional neural networks (CNN) to classify the color and deformity of
apples based on machine vision technology. Firstly, a custom-assembled machine vision system was
constructed for collecting apple images. Then, image processing was performed to extract the largest
fruit diameter from the 45 images taken for each apple, establishing an image dataset. Three classic
CNN models (AlexNet, GoogLeNet, and VGG16) were employed with parameter optimization for a
three-category classification task (non-deformed slice–red apple, non-deformed stripe–red apple, and
deformed apple) based on apple features. VGG16 achieved the best results with an accuracy of 92.29%.
AlexNet and GoogLeNet achieved 91.66% and 88.96% accuracy, respectively. Ablation experiments
were performed on the VGG16 model, which found that each convolutional block contributed to the
classification task. Finally, prediction using VGG16 was conducted with 150 apples and the prediction
accuracy was 90.50%, which was comparable to or better than other existing models. This study
provides insights into apple classification based on color and deformity using deep learning methods.

Keywords: apple classification; color; convolutional neural network; deformity; machine vision

1. Introduction

Apples are one of the most commonly produced fruits in China, with production
exceeding 47.57 million tons in 2022 [1]. The rich content of vitamin C, fiber, and water of
apples have made them important sources of human nutrition. Factors like vibrant color,
ideal size, consistent shape, and flawless exterior all significantly contribute to an apple’s
market value and consumer preferences. Therefore, quality detection and grading of apples
play a crucial role in maximizing their commercial value.

With the commercialization of agricultural products, the replacement of manual grad-
ing with automation has become increasingly important. In the past two decades, many
optical sensing technologies, such as machine vision, hyperspectral or multispectral imag-
ing, and light scattering imaging have significantly enhanced quality detection and grading
of agro-products [2–5], due to the advantages of non-destructiveness, easy implementation
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and low cost. Machine vision, as one of the commonly used technologies, combined with
image processing and advanced modeling methods, has been widely applied for quality
detection and grading of various fruits in laboratories or commercial production lines [6,7].
Zou et al. (2010) [8] developed two machine vision systems for apple quality grading based
on color and defects using image feature extraction and machine learning methods. Hu
et al. (2021) [9] proposed a field-based multi-feature fusion detection method for apple
grading. By extracting apple size, color, and shape information and employing a support
vector machine (SVM), they achieved an impressive average grading accuracy of 95.49%.

However, traditional grading methods often require image segmentation and manual
feature extraction with a large scale of information loss. In recent years, deep learning has
been widely researched in the field of image classification. Due to powerful learning ability
and wide applicability, deep learning can well overcome the challenge of feature extraction
without information loss. Due to its high accuracy and efficiency, machine vision technology
coupled with deep learning has been widely used in many fields such as disease diagno-
sis in medicine [10,11], forest monitoring [12–14], and quality classification of agricultural
products [15–17]. Several studies have been conducted on fruit grading [18–20], among
which apple detection and grading based on external quality is particularly prominent. For
instance, Li et al. (2020) [21] trained a shallow convolutional neural network (CNN) for clas-
sifying six types of apples, and compared the obtained results with SVM, RseNet-50, and
RseNet-18. CNN achieved 92.00% accuracy in an unobscured case, which was significantly
better than the other three methods. However, the accuracy of the model decreased in
occluded cases with increasing occlusion. Li et al. (2021) [22] proposed a new CNN-based
model for triple classification of apple defects, achieving accuracies of 98.98% and 95.33% in
the validation and test sets, respectively. Their model outperformed the Google Inception
v3 model and the traditional models based on the histogram of oriented gradients (HOG),
gray level co-occurrence matrix (GLCM) feature merging, and SVM. Fan et al. (2020) [23]
constructed a CNN model and applied it to the online detection of defective apples in a
sorting machine, obtaining superior performance with an accuracy rate of 96.50%, which
was better than the classification result of traditional image processing methods. Shi et al.
(2022) [24] combined a pre-trained lightweight CNN with long short term memory (LSTM)
and a homogenization technique to construct a spatial feature module for multi-view apple
analysis, achieving a classification accuracy of 99.23%. In addition, Zeynep et al. [25] used
VGG16 and AlexNet to classify apple bruising, using 1000 images of healthy apples and
500 images of bruised apples from a dataset of 500 apples. Results on the RGB dataset
showed that VGG16 achieved the highest test accuracy at 86%, while AlexNet exhibited the
lowest at 74.6%. When trained and tested on the NIR dataset, AlexNet, Inception v3, and
VGG16 achieved accuracies of 99.33%, 100%, and 100%, respectively. Fu et al. [26] utilized
GoogLeNet to classify apples, lemons, oranges, pomegranates, tomatoes, and colored pep-
pers. Experimental results showed that GoogLeNet achieved a training accuracy of 96.88%,
testing accuracy of 96%, and a training speed of 11.38 images per second. Ni et al. [27]
employed the GoogLeNet model to automatically extract features from banana images
and classify them using a classifier module. Research results demonstrated that the model
can accurately detect banana freshness with an accuracy of 98.92%, surpassing human
detection levels.

Most of the above-mentioned studies were conducted for grading fruit varieties
and external defects. However, fewer studies have been conducted on apple color and
deformity. The deformity index of the apple is another crucial parameter in apple grading.
The apples with poor deformity indices should be picked out, while the better ones should
be transferred to the market for purchase. Therefore, this study proposes a deep learning-
based method for apple grading based on apple color and deformity. The three research
objectives of this study are as follows: (1) Construct a dynamic machine vision system for
image acquisition of apples that will capture images of apples and automatically select the
one showcasing the largest diameter; (2) Perform three-classification modeling of apple
deformity and color (non-deformed slice–red apple, non-deformed stripe–red apple, and
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deformed apple) using classical models (AlexNet, GoogLeNet and VGG16); (3) Conduct
ablation experiments on the best-in-class model for model optimization and performance
improvement.

2. Materials and Methods
2.1. Machine Vision System

A self-constructed machine vision system was used for image acquisition in this
study. Figure 1 shows a schematic diagram of the image acquisition system. The system
mainly consists of a lifting and rotating table (PX110-100, PDV, Beijing, China) for height
adjustment and apple rotation, two front strip light sources (L140-20-18, Eagle Vision
Technology, Guangzhou, China), a bottom strip light source (L100-20-18, Eagle Vision
Technology, Guangzhou, China), and a top ring light source (R120-75-18, Eagle Vision
Technology, Guangzhou, China) for illuminating the samples, a camera (MV-SUA134GC-
T, MindVision, Shenzhen, China), and a lens (MV-LD-12-3M-A, MindVision, Shenzhen,
China) for image acquisition. Two front strip light sources with a maximum power of three
watts were mounted on both sides of the camera vertically and symmetrically to illuminate
the apple sides. Another strip light source was placed horizontally on the lower part to
illuminate the bottom of the apple. Finally, a ring light source with a maximum power of
three watts was used to illuminate the top of the apple. The resolution of the camera is
1024 × 1280 pixels, and the camera works synchronously with the rotary table controlled by
the computer through a microcontroller. The rotary table is used to simulate the continuous
rotation of apples during real-time grading; a rotary table continuously rotates the apples
at adjustable angles controlled by a microcontroller.

Figure 1. Schematic diagram of a self-constructed machine vision system and representative apple samples.

In this study, the system was calibrated before image acquisition. The camera’s
aberrations were first studied using a checkerboard grid, followed by the ColorChecker
(Classic Mini 24 colors, Calibrite, America) for calibration in terms of color, to reduce the
effects caused by camera distortion [28].

2.2. Image Dataset
2.2.1. Apple Samples

In this study, 1000 red ‘Fuji’ apples grown in Luochuan, Shanxi were purchased from
the official local sales shop and used for experiments. There were 360 deformed apples
and 640 non-deformed apples, including 320 stripe–red apples and 320 slice–red apples.
The samples were divided into training, validation, and test sets by using random sample
function mainly through the Python language to divide the raw apple data proportionally.
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The specific numbers are provided in Table 1. The diameter of the apple samples was
controlled within the range of 75–95 mm, and the weight of the samples was within the
range of 175–300 g.

Table 1. Dataset allocation of apple samples before and after data augmentation.

Label
Training Set Validation Set Test Set

Before After Before After Before After

Deformed apples 208 1248 52 312 100 100
Non-deformed

stripe–red apples 216 1296 54 324 50 50

Non-deformed
slice–red apples 216 1296 54 324 50 50

Total 640 3840 160 960 200 200

2.2.2. Image Acquisition

The image acquisition process was conducted in a dark environment, with the apples
positioned at the center of the rotary table. The region of interest of the tested apple was
set to 850 × 850 pixels, while the rotation speed of the table was 36.5 rps. Apple images
obtained from the experiment underwent image processing to ensure precise measurement
of apple diameter, with an accuracy tolerance of less than 0.5 mm. To minimize the
number of acquired images, it was finally decided to capture the apple images at an angle
of 8 degrees during rotation, achieving a balance between time cost and measurement
accuracy of apple diameter. Hence, a total of 45 images were captured for each apple, and
the image with the largest diameter for the apple was selected through subsequent image
processing to create the dataset. The captured images were in .bmp format, with a size of
850 × 850 pixels. This dataset was used for classification tasks using deep learning methods.

2.2.3. Image Processing

Figure 2 illustrates the workflow of image acquisition, image processing, extraction of
apple diameter, and quality classification. Firstly, the acquired color image was converted
into a grayscale image to extract luminance information and simplify processing. Then
Gaussian filter denoising was applied to smooth the image and eliminate noise. Next,
a threshold value of 30 was applied to convert the grayscale image into a binary image.
Pixel points exceeding the threshold were set as white, and those below were set as
black. Subsequently, noise reduction was carried out on the obtained binary image using
morphological operations to eliminate small white areas and fill small black areas through
erosion and dilation operations. Next, the minimum external rectangle method was utilized
to extract the minimum bounding rectangle of the apple object in the binary image, and
the pixel value of the maximum diameter of the apple was determined by measuring the
length of the rectangle. Finally, the image depicting the apple with the largest diameter was
fed to the CNN for model training and prediction.

2.2.4. Image Data Augmentation

Data augmentation is a commonly used method in deep learning [29] that often
increases the number of samples by introducing random transformations to make the
dataset richer. Thus, the generalization ability and robustness of the model can be improved,
and overfitting can be mitigated to improve the model’s performance. In this study, various
augmentation operations were performed on the original data using OpenCV in the Python
environment. These operations included mirroring images, adding Gaussian noise, adding
pretzel noise, reducing brightness, and random image masking. Representative augmented
images of apples are displayed in Figure 3. Consequently, the training and validation sets,
originally containing 800 apple images each, were increased to 4800 images. The test set
remained at 200 samples. The specific sample division for training, validation and test sets
before and after data augmentation is shown in Table 1.
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Figure 3. Representative apple images after data augmentation: (a) original image; (b) mirroring image;
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2.3. Grading Criteria

In this study, the apples were classified into three categories based on their color
and deformity index. The categories were non-deformed slice–red apple, non-deformed
stripe–red apple, and deformed apple.

2.3.1. Apple Deformity Index

The deformity index is a crucial parameter for describing apple appearance quality.
It is defined as the distance between the high and the low shoulders when the apple is
placed on a table, as shown in Figure 1. The reference deformity index of the apple was
manually measured by employing an electronic digital caliper (G101-102-101, SNORT,
Huzhou, China). In this study, apples with a deformity index greater than 10 mm were
treated as deformed apples, while those with an index below 10 mm were considered
non-deformed. The 10 mm threshold for deformity classification is an industry standard in
China to ensure the applicability of the research results, which has been reported by official
documents or websites.
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2.3.2. Apple Color

The red ‘Fuji’ apples used in this study can be divided into slice–red apples and
stripe–red apples according to their appearance color. Figure 1 illustrates a slice–red apple,
which is usually characterized by large areas of red skin, while the stripe–red apple has thin
and irregularly distributed red stripes on the skin. Consumer preferences for apple color
can vary greatly. Some may associate specific colors with flavor profiles, like crispness, but
taste perception is subjective. It can be observed that the slice–red and stripe–red apples
differ greatly in appearance. They were mixed for model training and testing in this study,
resulting in a great challenge for classification.

2.4. Convolutional Neural Networks
2.4.1. AlexNet

AlexNet is a classical CNN model proposed by Alex Krizhevsky et al. [30] in 2012.
AlexNet is considered to be one of the important milestones in the history of deep learning
and has demonstrated excellent performance in several domains [31,32]. The AlexNet
model, which usually contains 8 convolutional layers, 3 fully-connected layers, and the
final output layer, is deeper and more complex in structure than the traditional neural
networks. ReLU activation function and the Dropout (random deactivation) operation
are often used to enhance the generalization ability of the network. The ReLU function is
used to enhance the non-linear expressive power of the model, while Dropout is used to
prevent overfitting. The AlexNet model also uses large convolutional kernels (11 × 11) and
accelerates the training process with GPU clusters. In this study, the batch size, activation
function, learning rate and number of epochs of the AlexNet model were set as 128, ReLU,
0.001, and 100, respectively.

2.4.2. GoogLeNet

GoogLeNet is a major contribution to the field of deep learning created by the Google
team [33]. GoogLeNet uses an architecture called the “Inception” module (Figure 4) to process
images at different scales and sizes for extracting feature information. Each Inception module
consists of multiple parallel convolutional layers (1 × 1, 3 × 3, 5 × 5 convolutions) and a
maximum pooling layer. This design excels at simultaneously capturing image features
at different scales. The resulting feature maps are then combined, creating a more com-
prehensive representation, further improving the classification accuracy of the model. In
GoogLeNet, multiple stacked Inception modules are used to process image features at
different scales. To further improve the generalization ability of the model, a Dropout
operation is added to each Inception module, which effectively reduces the overfitting
phenomenon. GoogLeNet has been commonly applied in the field of image classifica-
tion [34,35]. The batch size, activation function, learning rate, and number of epochs of the
GoogLeNet model used in this study were the same as for the AlexNet.

2.4.3. VGG16

VGG16 is a deep learning model proposed in 2014 by a team of researchers in the
Department of Computer Science at the University of Oxford [36]. VGG16 has a relatively
simple and repetitive network structure. VGG16 employs multiple consecutive small-
sized convolutional kernels and pooling kernels, which could increase the depth of the
network. The use of multiple small-sized convolutional kernels allows the network to learn
increasingly complex feature representations, compared to using convolutional kernels with
larger receptive fields. Specifically, VGG16 consists of 13 convolutional layers and 3 fully
connected layers, as shown in Figure 5. Each convolutional layer is constructed with 3 × 3
sized convolutional kernels, immediately followed by a maximum pooling layer with the
size of 2 × 2, which is used to reduce the spatial size of the feature map and extract dominant
features. This stacked structure of convolutional and pooling layers makes VGG16 more
expressive and capable of handling more complex image features with good generalization
capabilities. Moreover, the simplicity and repetitiveness of the VGG16 network structure
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make it not only easy to understand but also straightforward to implement. VGG16
has achieved impressive performance in image recognition tasks and become one of the
important models in the field of deep learning-based image classification [37,38]. In this
study, the batch size, activation function, learning rate, and number of epochs of the VGG16
model were exactly the same as for the AlexNet and GoogLeNet.
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In addition, since the VGG16 outperformed the other two models in apple classification
based on experimental results, ablation experiments were conducted on the VGG16 model
to assess its performance by varying the convolutional layers. In each experiment, all
convolutional layers except the initial layer of each section were simultaneously removed.

2.4.4. Experimental Environment

The CNN models (AlexNet, GoogLeNet, and VGG16) used in this study were con-
structed in the PyCharm framework. Table 2 presents the software environment configura-
tion for the experiments.

Table 2. Environment configuration for constructing CNN models.

Configuration Parameter

GPU RTX 4090
CPU Xeon(R) Platinum 8352V
RAM 90 G

Accelerated framework CUDA 11.0
Deep learning framework Pytorch 1.7.0
Programming language Python 3.8
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2.5. Evaluation Indicators

This study aimed to achieve the classification of external qualities (deformity and color)
of apples. Therefore, the performance of the model was evaluated using both classification
accuracy, which reflects the model’s generalization ability, and model complexity.

1. Precision evaluation indices

In addition to utilizing classification accuracy as a measure to evaluate the overall
classification performance of the model on the entire dataset, this study also incorporated
precision, recall, and F1-score for further evaluation. The equations for calculating accuracy,
precision, recall, and F1-score are shown in Equations (1)–(4), respectively.

Accuracy =
TP + TN

TP + FP + TN + FN
× 100% (1)

Precision =
TP

TP + FP
× 100% (2)

Recall =
TP

TP + TN
× 100% (3)

F1 − score =
2 × Precision × Recall

Precision + Recall
× 100% (4)

where TP, FP, TN, and FN denote the number of true-positive, false-positive, true-negative,
and false-negative samples, respectively.

2. Complexity assessment indicators

In deep learning models, the number of required parameters usually represents the
model’s complexity. The higher the number of parameters in a model, the more complex
the model is. The model size is the amount of storage space occupied by a deep learning
model, which is usually used to characterize the model’s complexity. Another indicator
of model complexity is inference time. This refers to the time a model takes to predict a
sample or a batch of samples.

3. Results and Discussion
3.1. System Evaluation and Image Processing

Since the camera aberrations were small and had negligible effect on the experiment,
aberrations were partly corrected for in this study. The machine vision system was eventu-
ally color-corrected due to the significant differences in the captured apple colors. Imatest
software (version 24.1, China) was used to conduct reproduction analysis of the color card
images before and after correction. The maximum value of color difference was 20.9 before
correction and 13.4 after correction, and the color of the corrected apple image was closer to
that of the apple itself. This study demonstrates the effectiveness of camera color correction.
By correcting color variations, the system was able to effectively restore the apple color and
extract the diameter of the apple using image processing methods. Figure 6 shows some
representative images after color correction in the dataset. It can be observed that the larger
the deformity index, the worse the symmetry of the apple image. Additionally, the stem
area of deformed apples is often more easily identifiable within the images.
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Figure 6. Representative apple images in the dataset: (a) non-deformed slice–red apples with
deformity indices of 2, 5, and 8; (b) non-deformed stripe–red apples with deformity indices of 2, 5,
and 8; and (c) deformed apples with deformity indices of 12, 15, and 18. The deformity index signifies
the measurement value in millimeters of deviation; visually, the larger the deformity index, the more
noticeable the deformity.

3.2. Performance Comparison

Three classical models (AlexNet, GoogLeNet, and VGG16) were employed for the
classification task. Before feeding the models for training, the acquired apple images were
resized from 850 × 850 pixels to 224 × 224 pixels. The classification performance of the
above three models was comprehensively analyzed and compared using several metrics,
as detailed in Section 2.5. The accuracy variation curves of the training and validation sets
for the three models are shown in Figure 7.

Figure 7. Accuracy curves for the training (a) and validation (b) sets of three classical models.

It can be seen from Figure 7 that VGG16 and AlexNet have comparable results in the
training set, with accuracies of 94.84% and 94.78% (Table 3), respectively. GoogLeNet has
much worse results, with an accuracy of 91.15%. In the validation set, VGG16 has much
higher accuracy (92.29%) than AlexNet (91.66%) and GoogLeNet (88.96%). Moreover, the
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VGG16 model is relatively more stable during the training process. The reason for this
could be that the VGG16 model has more parameters, which allows it to fit the training data
better, resulting in better performance. In contrast, GoogLeNet and AlexNet have relatively
fewer parameters, resulting in a relatively poor performance. However, the VGG16 has
the largest number of model parameters, exceeding AlexNet’s by more than two-fold and
GoogLeNet’s by ten-fold. Moreover, the VGG16 model has the slowest inference speed and
the largest model size. Therefore, the following study further evaluated the VGG16 model
and attempted to speed up inference by eliminating some of the convolutional layers to
reduce the parameters.

Table 3. Best classification results of the three models in the validation set.

Model Training
Accuracy (%)

Validation
Accuracy (%) Loss Parameter

(×107)
Model Size

(MB)
Infer Time

(ms)

AlexNet 94.78 91.66 0.73 6.1 217 4.81
VGG16 94.84 92.29 0.52 13.8 512.22 5.77

GoogLeNet 91.15 88.96 0.65 1.3 39.3 4.91

3.3. Testing Results

To assess the generalizability of the VGG16 model, an independent test set of 200 ap-
ples was utilized. This set comprised 50 non-deformed stripe–red apples, 50 non-deformed
slice–red apples, 50 deformed apples with a deformity index greater than 12, and another
50 deformed apples with a deformity index between 10 and 12. Figure 8a shows the
confusion matrix results of the VGG16 model on the test dataset. The testing results of
stripe–red and slice–red apples were 98.00%, which is better than the results of VGG16
on the validation set (96.91%). However, the accuracy for classifying deformed apples in
the test set was only 83.00%, which was relatively close to 82.69% in the validation set.
Further analyses demonstrated that most of the misjudgments occurred in the deformed
apples with a deformity index between 10 and 11 (66.00%). These apples closely resembled
non-deformed apples in appearance. Conversely, the model achieved a high accuracy of
98.00% for classifying deformed apples with a deformity index greater than 11. These
results demonstrate that the VGG16 has good classification performance for apples with
a deformity index greater than 11, while it is less effective for apples with a deformity
index between 10 and 11. The reason for this may be that the largest-diameter image of the
deformed apples with small deformity indices did not characterize their deformities well,
resulting in poor recognition by the model. Figure 8 shows that the classification accuracy
of the VGG16 model in the test and validation sets is 90.50% and 92.29%, respectively.

Figure 8. Confusion matrixes of the VGG16 in the test set (a) and validation set (b): 0 is the deformed
apple, 1 is the non-deformed stripe–red apple, and 2 is the non-deformed slice–red apple.
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Figure 8b shows the confusion matrix of the original VGG16 for the validation set,
while other model performance metrics derived from the confusion matrix are summarized
in Table 4. Because of the excessive discrimination errors of deformed apples, the precision
of the stripe–red and slice–red apples is significantly lower than that of the deformed apples.
The F1-score values of approximately 94% indicate that the classification performance of
the model for stripe–red and slice–red apples is better.

Table 4. Evaluation metrics of the VGG16 model based on the confusion matrix of the validation set.
0, 1 and 2 denote the deformed apples, non-deformed stripe–red apples, and non-deformed slice–red
apples, respectively.

Category Precision (%) Recall (%) F1-Score (%)

0 95.21 82.69 88.54
1 91.03 96.91 93.90
2 91.30 96.91 94.02

3.4. Ablation Experiment

In this study, ablation experiments were conducted to understand the contribution of
each convolutional layer in the VGG16 model to the classification performance (referring
to Figure 5). In each experiment, all convolutional layers except the first one in each part
were eliminated at one time. The results of the ablation experiments are summarized in
Table 5, where VGG16-1, 2, 3, 4, and 5 are denoted as convolutional elimination for the first,
second, third, fourth, and fifth parts of the model, respectively. Experiments have shown
that by modifying the convolutional kernels, pooling kernels, and strides to reduce the
features more quickly, and by removing the fully connected layers, the VGG16 model can
be improved in terms of size and time efficiency.

Table 5. Performance of the VGG16 model with different convolutional layers removed in the
validation set.

Model Accuracy (%) Parameter (×107) Model Size (MB) Infer Time (ms)

VGG16 92.29 13.8 512.22 5.77
VGG16-1 86.35 13.8 512.08 5.56
VGG16-2 89.68 13.8 511.66 5.68
VGG16-3 89.58 13.7 507.72 5.65
VGG16-4 90.52 13.4 494.22 5.71
VGG16-5 88.54 13.4 494.22 5.73

It can be seen from Table 5 that the VGG16 model has different degrees of accuracy
degradation after eliminating each convolutional layer. The accuracy of VGG16-1 is the
lowest, indicating that the eliminated convolutional layer of this layer has the greatest
impact on the classification accuracy. The convolutional layer removed in VGG16-1 was in a
more forward position in the original model. Removing this layer may result in a larger loss
of deeper feature representations and a larger impact on the dependencies between each
layer. However, ablation experiments revealed minimal changes in the model parameters,
size, and inference time, after removing individual convolutional layers. This suggests that
each convolutional layer in the original VGG16 model contributes unique feature extraction
capabilities, making them irreplaceable for optimal performance.

3.5. Discussion

In this study, the VGG16 model achieved comparable classification accuracy for apple
color and deformity compared to some existing studies for apple grading (Table 6). For
example, Li et al. (2020) [21] used a shallow CNN model to classify apple varieties without
occlusion and achieved an accuracy of 92.00%, while Li et al. (2021) [22] and Fan et al.
(2020) [23] used CNNs for classifying apple defects and achieved an overall accuracy of
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95.33% and 92.15%, respectively. Shallow CNNs have good applicability for single-feature
classification, while for multi-feature classification tasks, some classical deep CNNs have
better results. Ji et al. (2023) [39] improved the YOLOv5s by adding some modules to the
model and applied the improved model to classify apples based on color, shape, diameter,
and defect. The average accuracy of the final model for apple quality classification was
94.46%. In this study, the AlexNet, GoogLeNet and VGG16 models were used for classifying
deformed apples in conjunction with the color feature. Ultimately, VGG16 was found to
be the most effective, with results of 92.29% and 90.50% for the validation and test sets,
respectively. The reason for this is that VGG16 has more convolutional layers and fewer
but larger fully connected layers compared to AlexNet and GoogLeNet, making it more
complex and deeper. Therefore, VGG16 can better learn and represent image features,
which helps to improve performance in classification and detection tasks. Achieving
comparable performance to published literature validates the feasibility of the VGG16
model for classifying apples based on color and deformed features.

Table 6. Comparison of our results with those of other studies on apple classification.

Feature Model Accuracy (%) Reference

Diameter, defect Multi-view spatial network 99.24 Shi et al. (2022) [24]
Variety shallow CNN 92.00 Li et al. (2020) [21]
Defect CNN 95.33 Li et al. (2021) [22]

Color, shape, diameter, defect Improved YOLOv5s 94.46 Ji et al. (2023) [39]
Defect CNN 92.15 Fan et al. (2020) [23]

Color, deformity VGG16 92.29 This study

Compared to existing studies, this research addresses the challenge of classifying
features of deformed, stripe–red, and slice–red apples. By integrating deep learning
techniques, an efficient model has been established. It should be noted that the features for
classifying apples are different between our study and the other literature. The feature of
deformity is challenging to identify, compared to the features of shape, defect, and variety,
and thus resulting in relatively low accuracy. Future work for improving the classification
of deformed apples could include using a 3D scanner to obtain the deformity index of
apples and enhancing the accuracy of classification based on the original dataset. In the
future, research can also be directed to a lightweight CNN model for simplifying the model
architecture and further improving the classification accuracy and efficiency. Furthermore,
future work can explore the adoption of more advanced deep learning networks, such as
using YOLO series networks, generative adversarial networks (GAN), or transformers.

4. Conclusions

In this study, a machine vision system was constructed to acquire apple images. By
applying image processing, the system then automatically selected the image with the
largest diameter from 45 images obtained for each apple. Three classical deep learning
models, AlexNet, GoogLeNet, and VGG16, were utilized for achieving a three-category
classification task of apples based on their color and deformity features. The results
demonstrated that the VGG16 exhibited the most optimal classification results, achieving
an accuracy of 94.84% and 92.29% on the training and validation sets, respectively. The
model’s generalizability was evaluated using a separate test set of two hundred apples. It
achieved an overall accuracy of 90.50%, with most misjudgments primarily concentrated
in the deformed category. Ablation experiments indicated that all convolutional layers
within the VGG16 model contribute to its strong classification performance. In future
research, lightweight models can be explored to accelerate the classification task, as well as
to further improve the accuracy of classifying apples based on color and deformity, using
more advanced deep learning networks.
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