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Abstract: Predicting rice yield in a timely, precise, and efficient manner is crucial for
directing agricultural output and creating food policy. The goal of this work was to create
a stable, high-precision estimate model for the yield prediction of multi-genotype rice
combined with dynamic growth processes. By obtaining RGB and multispectral data of the
rice canopy during the whole development stage, several bands of reflectance, vegetation
index, canopy height, and canopy volume were retrieved. These remote sensing properties
were used to define several curves of the rice-growing process. The k-shape technique
was utilized to cluster the various characteristics based on rice growth features, and data
from different groups were subsequently employed to create a yield estimation model.
The results demonstrated that, in comparison to utilizing solely spectral and geometric
factors, the accuracy of the multi-genotype rice estimate model based on dynamic process
clustering was much higher. With a root mean square error of 315.39 kg/ha and a coefficient
of determination of 0.82, the rice yield calculation based on canopy volume temporal
characteristics was the most accurate. The proposed approach can support precision
agriculture and improve the extraction of characteristics related to the rice growth process.

Keywords: yield estimation; vegetation indices; canopy height; canopy volume; UAV;
dynamic process clustering

1. Introduction
Rice serves as a staple diet for almost half of the world’s population, particularly in

Asia [1]. It is a vital component of everyday nutrition and is high in proteins, carbohydrates,
vitamins, and minerals [2]. Rice is a staple crop in many nations, and the state of its
development and output has a direct impact on the food security of each nation [3]. In
addition to aiding in the development of national food security-related policy decisions,
macro-control of grain market prices, and international grain trade, a quick and accurate
understanding of pre-harvest yield data is crucial for the precise provision of agricultural
insurance and wise management of farmland [4,5]. Predicting rice yield is so crucial
for ensuring food security, assisting in agricultural decision-making, advancing science
and technology, adjusting to climate change, preserving social stability, and facilitating
international commerce.

Crop yield estimation is complicated, lagging, and not feasible on a large scale due to
the time-consuming, labor-intensive, and expert knowledge-required nature of traditional
methods, which primarily involve field sampling surveys, meteorological forecasts, and
agronomical forecasts [6]. Furthermore, conventional on-the-ground manual yield assess-
ment techniques are ineffective and vulnerable to plant damage, making them unsuitable
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for yield estimation [7]. As a quick monitoring, analysis, and diagnostic tool that can
reliably gather crop image data across large regions, remote sensing is extensively utilized
in many facets of smart agriculture [8]. Since the 1970s, optical satellite data with certain
properties, like spatial, temporal, and spectral resolution, have been widely employed for
large-scale crop production prediction due to advancements in remote sensing technol-
ogy [9,10]. However, the timeliness of data collection cannot be guaranteed due to the
coarse and weather-sensitive geographical and temporal resolutions of satellite data, which
have a greater impact on regional agricultural output prediction. In recent years, crop
growth monitoring has become more efficient owing to unmanned aerial vehicle (UAV)
remote sensing technology, which can flexibly carry various sensors and efficiently capture
high spatial and temporal resolution image data [11]. UAV-based remote sensing offers new
prospects for remote sensing technologies by monitoring a greater range than ground-based
measurement methods, better spatial resolution, more frequent observation opportunities,
and lower costs than satellite and airplane observations [12]. Thus, there is much promise
for rice yield estimation in the field using UAV remote sensing technologies.

Differentiated field data configurations are used in the majority of current crop remote
sensing studies for yield estimation. Most field studies are planned using irrigation,
planting techniques, and fertilizer gradient control [13–15]. However, it is challenging to
match the experimental design in actual crop field production. This makes it challenging
to use current estimating models in real-world field settings. Field managers adequately
fertilize the soil before planting. Varieties and planting dates may vary among rice fields
grown by different farmers. Producers will manage their acreage in a more sophisticated
manner, particularly given China’s current cropland fragmentation scenario [16]. Because
of this, inconsistent irrigation or fertilizer use is quite uncommon. Therefore, there are few
existing studies on remote sensing for yield estimation of data under the natural growing
state, which makes it difficult to meet the needs of actual farmland management.

The vegetation index (VI), which is computed using UAV image reflectance, has been
shown to be an effective crop yield forecast indicator [17]. The rapid development of UAVs
has also enhanced the acquisition frequency and spatial and temporal resolution of crop
image data. For instance, Zhou et al. employed a UAV fitted with a digital camera and a
multispectral camera to capture images of rice at various stages. They then used multiple
linear regression (MLR) to analyze the relationship between different VIs and rice yield.
According to the findings, the visible atmospherically resistance index (VARI), which was
computed using MLR and digital imagery, performed best during the jointing and booting
stages, while the normalized difference vegetation index (NDVI), which was computed
using MLR and multispectral imagery, performed best during the booting and heading
stages [18]. Furthermore, data, including canopy temperature, height, and texture, have
been suggested for crop yield estimation [13,15,19]. However, for rice, canopy changes are
very complicated as the reproductive cycle shifts, and it is difficult to provide generalizable
indications for yield prediction utilizing the aforementioned indicators. Vegetation indices
perform poorly in predicting yield at later stages of crops because it has been argued
that yield is the result of the nonlinear accumulation of crop photosynthetic products,
and traditional linear regression models are unable to adequately capture this complex
nonlinear relationship. As a result, when predicting agricultural yield, researchers choose
nonlinear methods like machine learning [19,20]. Machine learning can better handle
nonlinear relationships between large amounts of data. However, it is weak in handling
complex nonlinear relationships and time-series data and is ineffective in predicting yield
for multiple varieties with large variations in morphological structure and growth stage [21].
The performance of machine learning models is affected by a variety of factors, including
training data, input variables, crop type, and growth stage. One of the most popular
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techniques for estimating yield is linear regression, which frequently works well because of
its high interpretability [22].

In recent years, phenology has been shown to provide critical information for crop
yield prediction [23]. Studies have indicated that dividing the time window by phenologi-
cal stage allows for a more accurate extraction of environmental variables to capture the
complex interactions between crop growth and external factors [24]. Most current research
on crop yield estimation focuses on the use of single-period variables or the integration of
multi-period variables [4]. When using single-period variables, the correlation between
variables and yield from sowing to maturity is often analyzed, and finally, the variables
with high correlation are filtered out for direct yield prediction. When multi-period vari-
ables are employed, a matrix of variables from multiple periods is often obtained as inputs
for machine learning or multiple regression models for yield estimation. However, infor-
mation on crop variables in different periods has distinct growth dimensions and cannot
be directly compared and integrated. Therefore, determining the phenological period of
a crop is essential to guarantee the accuracy of growth monitoring and yield prediction.
The threshold, maximum slope, and curve fitting methods of optical remote sensing have
been utilized to monitor crop phenology [25]. These approaches can only detect the stage
of obvious change in greenness based on inflection points and cannot monitor other key
stages closely related to agricultural practices. Moreover, accurate real-time monitoring
of phenology can be realized based on remote sensing data and classification algorithms.
However, this requires a large amount of known phenological data. The essence of classify-
ing different phenological periods is to distinguish variable features at various stages. This
problem can be solved if a suitable division method of variables is found to distinguish their
differences. The k-shape clustering algorithm is a typical classification technique based on
the changing features of a time series, which has the advantage of dealing with the signals
of diverse domains. The basic idea is to calculate the similarity between time series based
on the distance of the shape to realize clustering [26]. Remote sensing feature variables are
characterized by a time series. Therefore, there is potential for the classification of remote
sensing features based on time series.

Two separate experiments that simulated rice cultivation under natural growing con-
ditions were created for this investigation. A UAV remote sensing platform was equipped
with both an RGB and a multispectral camera to obtain high-frequency observations of
rice throughout its growth stage. The k-shape approach was utilized to accomplish high-
precision prediction of multi-genotype (multi-species) rice yield based on temporal growth
feature clustering by analyzing the contribution of spectral and structural information to the
yield estimation of multi-genotype rice. The specific goals of this study were to (1) compare
the effects of geometric and spectral information on multi-genotype rice yield estimation,
(2) choose variables that are appropriate for characterizing the features of the rice growth
process, and (3) forecast multi-genotype rice yield by clustering growth process features.

2. Materials and Methods
2.1. Experimental Design

The data used in this investigation came from three field-independent investigations
that used multiple rice genotypes and replicated rice cultivation under natural growth
conditions, as shown in Figure 1. Different hybrid varieties of rice were cultivated in each
of the 289 plots in Experiment 1 (2022, Exp. 1). Each plot had a one-square-meter area. In
Experiment 2 (2019, Exp. 2), 48 plots representing 48 distinct rice varieties were planted.
Each field plot had a total area of roughly 40 square meters. Except for the various rice
genotypes, all field management procedures were the same. The uniform rate of nitrogen
fertilizer application was 180 kg/ha. Before transplanting, 50% of the nitrogen fertilizer
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was applied as a basal fertilizer, 25% was applied during the tillering stage, and 25%
was applied during the booting stage. Phosphorus and potash fertilizers were applied as
one-time basal fertilizers at 90 kg/ha and 180 kg/ha, respectively. In Experiment 3 (2022,
Exp. 3), three nitrogen gradient levels were set up, N1/4, N1, and N2, representing nitrogen
applications of 36.3, 144, and 288 kg/ha. Meanwhile, three replications were set up, and the
three varieties were randomized. In total, there were 27 plots with an area of about 15 m2

each. The management practices remained the same as in Experiments 1 and 2, except for
the differences in varieties and N fertilization levels. This study was conducted on a plot
scale. Each plot was planted with an individual rice variety.
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Figure 1. Experimental arrangement and plot layout.

2.2. Data Acquisition and Processing
2.2.1. UAV RGB Image

RGB images of the rice canopy were acquired using a Phantom 4 Pro quadcopter
drone manufactured by DJI Innovation (SZ DJI Technology Co., Ltd., Shenzhen, China).
The altitude of the UAV was set to 30 m, and the overlap was 90% in heading and 70% in
side direction. The average flight speed of the UAV was set to 5 m/s. The data acquisition
time required per unit area (1 m2) was calculated to be approximately 0.6 s based on the
experimental area. The gimbal of the UAV ensured that the camera was always vertically
downward during image acquisition. The camera has a field of view of 84◦, an image size
of 5472 × 3648 pixels, and a ground resolution of about 1 cm/pixel. The aperture size
and ISO sensitivity were set before aerial photography according to the actual lighting
conditions in the field, and the camera parameters remained unchanged throughout the
aerial photography image acquisition process.

After acquiring the RGB images of the experimental area, Agisoft Photoscan Profes-
sional software (version 1.4.5, Agisoft LLC, St. Petersburg, Russia) was used for image
stitching and 3D reconstruction to generate a dense 3D point cloud, digital elevation model
(DEM), digital surface model (DSM), and orthomosaic products of the experimental area
based on the coordinates of the ground control points. The Photoscan software is based
on the Structure from Motion (SfM) and Multi-View Stereo (MVS) algorithms for image
processing. RGB data were collected during 10 periods (denoted as S1–S10), including
the tillering, jointing, booting, heading, and ripening stages of rice, with an interval of
5–10 days between each collection.
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2.2.2. UAV Multispectral Image

An S1000 UAV (S1000, SZ DJI Technology, Co., Ltd., Shenzhen, China) equipped with
an MCA series multispectral camera (Tetracam, Inc., Chatsworth, CA, USA) was used to
collect the multispectral data. It was clear, cloudless, and windless when the UAV mission
was selected. The time frame for gathering the data was consistent from 10:00 to 14:00
local time. A 12-band MCA (center bands: 490, 520, 550, 570, 670, 680, 700, 720, 800, 850,
900, and 950 nm) was the multispectral camera utilized in this investigation. The RGB and
multispectral image acquisition times were identical.

The UAV multispectral image processing involves three steps: geometrical processing,
radiative handling, and spectral information acquisition. The geometrical processing of
UAV multispectral images acquired based on the MCA camera includes halation calibration,
waveband registration, and distortion modification, which is accomplished using the MCA
image-specific programming tool PixelWrech2 (Tetracam, Inc., Chatsworth, CA, USA).
Radiative handling consists mainly of radiometric calibration. In this work, eight calibrators
with available known reflectances (3%, 6%, 12%, 24%, 36%, 48%, 56%, and 80%) were used
for radiometric calibration, as shown in Figure 1. The radiometric calibration approach
was based on the PEL method [23]. Spectral information acquisition comprises region of
interest (ROI) outlining and reflectance retrieval.

2.2.3. Rice Yield

After the rice of all genotypes had matured, the rice yield was measured in each
plot by manual sampling. After manual harvesting, threshing, drying, water content
determination, and weighing, the measured rice yield was calculated based on the number
of samples taken, weight reading of the samples, transplanting density, and water content.

2.3. Vegetation Indices Construction

Vegetation indices have been proposed to reflect dynamic alternation in the full growth
cycle of vegetation through the combination of different bands of reflectance. They are
related to leaf pigmentation, photosynthesis, and plant nutrient status and are useful for
monitoring rice growth. In this study, six vegetation indices that proved to be effective in
monitoring vegetation growth and yield prediction were selected, as shown in Table 1.

Table 1. The vegetation indices selected in this study.

Vegetation Indices Formula Reference

NDVI (R850 nm − R670 nm)/(R850 nm + R670 nm) [27]
GNDVI (R850 nm − R550 nm)/(R850 nm + R550 nm) [28]
NDRE (R850 nm − R720 nm)/(R850 nm + R720 nm) [29]

CIreg edge R850 nm/R720 nm − 1 [30]
EVI2 2.5 × (R850 nm − R670 nm)/(R850 nm + 2.4 × R670 nm + 1) [31]

CIgreen R850 nm/R550 nm − 1 [32]

2.4. Rice Canopy Height and Canopy Volume Extraction

To obtain an accurate canopy height (CH) and reduce the effect of ground undulation,
the DEM of the base ground was acquired before rice was transplanted to the field. After
the seedlings are transplanted, the DSM product generated from each aerial photograph is
subtracted from the base ground DEM, which is the rice canopy height model (CHM). On
the CHM image, the rice canopy area was selected by outlining the ROIs, and the average
value of CH of all pixels in the range of each ROI was computed as the canopy height of
the plot. The acquisition process of rice CH is shown in Figure 2.
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After obtaining the canopy CHM, the canopy volume model (CVM) can be obtained
by combining the ground sampling distance (GSD) information of each pixel. Similar to
CH, the CV of each plot can be calculated using the ROI tool. The formula for CV is shown
in Equation (1).

CV = ∑ CHi × GSD2 (1)

where CHi is the canopy height of the ith pixel.

2.5. K-Shape Clustering Method

An accurate, scalable, and domain-independent time-series clustering approach used
in this study is the k-shape algorithm [33]. The program can calculate the distances for
shapes and has a distance measure that is independent of movement and scaling. The
iterative enhancement mechanism at the core of the algorithm creates homogeneous and
better-separated clusters. To update the cluster assignments of the time series in each
iteration, a method that the algorithm uses to compute the cluster centers is provided,
based on the features of the standard inter-correlation distance measure [26]. The specific
steps are as follows: (1) Computation of the mutual correlation function. The mutual
correlation function reflects the degree to which the two sequences match each other at
different relative positions. (2) Normalization of the correlation function. (3) Calculation of
the shape-based distance (SBD). The larger the correlation function, the smaller the SBD.
(4) Calculating the mass center of the class based on SBD. (5) Implementation of k-shape
clustering. Initially, sequences are randomly assigned to clusters, k sequences are randomly
selected, and the mass center of each cluster is computed. Subsequently, the SBD of each
sequence with the mass center of the existing clusters is computed from scratch, and when
the SBD is the smallest, it is classified into the cluster, and the mass center of each cluster is
updated dynamically. Finally, iterations are performed until the change in the mass center
of each cluster is less than a threshold or a specified number of iterations is reached.

2.6. Model Evaluation and Technology Roadmap

In this study, a ten-fold cross-validation method was used for accuracy statistics, and
the model calibration and validation processes are shown in Figure 3. Ten-fold cross-
validation is a widely used method for model evaluation. It divides the dataset into
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ten equal parts, and in each iteration, nine of them are taken as the training set and the
remaining one as the test set. This is performed in a cycle until each copy of the data is
used as a test set. Eventually, the test results of the ten iterations are averaged to obtain an
assessment of the model performance. This approach makes full use of the data, reduces the
variance in model assessment, and improves the stability and reliability of the assessment
results. In Exp. 1, a ten-fold cross-validation method was used. Exp. 2 and Exp. 3
measure the migration ability of the model as independent validation data. The coefficient
of determination (R2) and root mean square error (RMSE) were selected for the assessment
of rice yield prediction models. The technology roadmap for rice yield prediction in this
study is shown in Figure 4.
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3. Results
3.1. Canopy Height Extraction Results

Due to the time-consuming and labor-intensive measurement of rice canopy height
using manual methods, the timely acquisition of real data for a large number of samples
could not be accomplished. Taking Exp. 1 as an example, the actual canopy heights of
different parts of the samples were measured in ten periods, and 765 sample data were
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finally obtained. UAV remote sensing technology was used to obtain the rice canopy
height of the corresponding actual measured plots, and the comparison results are shown
in Figure 5. It can be seen that the rice canopy height obtained by UAV remote sensing
technology has a very high precision, with an overall RMSE of 0.04 m. All sample points are
distributed near the 1:1 line. Therefore, the rice CH obtained by remote sensing methods
can replace the measured data. The UAV-acquired CH was used for all calculations in the
subsequent modeling process.
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3.2. Rice Yield Prediction Based on VIs, CH, and CV

Before predicting rice yield, it is necessary to analyze the changes in each predictor
variable over time. The 720 nm band reflectance, NDRE, CIgreen, and CH of some plots were
taken as an example to be analyzed, and the results are shown in Figure 6. It can be seen
that the variations in red-edge band reflectance with time show a general trend of gradual
increase. However, there is obvious volatility. NDRE showed an overall trend of first
increasing, then remaining relatively stable, and finally decreasing over time. Compared to
reflectance, volatility is weakened. CIgreen shows a consistent trend with NDRE overall,
but there is spurious volatility. Compared to red-edge reflectance, NDRE, and CIgreen, CH
exhibits the weakest volatility, showing an overall trend of increasing and then stabilizing.
It is worth noting that there is an apparent commonality in the selected indicators, i.e.,
there are several samples with a consistent trend in volatility but with a large difference in
trend from the others. In the case of the NDRE, for example, it is clear that some samples
show a curve of dramatic growth, followed by stabilization, and finally a sharp decline.
Another class of samples exists that shows a stable and constant curve, followed by a
gradual increase, and finally, a decrease in volatility. Moreover, in the middle stage of
the growth stage, the indicators show more complex patterns of change, especially the
red-edge band reflectance and CIgreen. The overall pattern of change in these variables can
be divided into more similar combinations of samples.

The correlation of the six vegetation indices, CH and CV, constructed in this study,
with the final yield at different stages was analyzed, and the results are shown in Figure 7.
In the correlation heatmap, darker colors indicate higher Pearson correlation coefficients.
* indicates a significant correlation at a 0.05 confidence level. In terms of individual periods,
almost all remotely sensed variables showed an insignificant correlation with yield, except
for EVI2 in period S3. In cases where multiple period variables jointly predicted rice yield,
multiple linear regression methods were used to fuse variables from different stages. It
can be seen that all the variables were significantly correlated with rice yield except NDVI,
GNDVI, and CIgreen. Among these, NDRE, CH, and CV showed the strongest correlations.
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This indicates that multi-period remote sensing data have the potential to improve the
accuracy of rice yield prediction. However, the correlation coefficients are still below 0.6,
and further accuracy improvement is needed.
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The rice yield prediction models using NDRE, CH, and CV variables and multiple
linear regression are shown in Figure 8. It can be observed that accurate rice yield prediction
results cannot be obtained by directly utilizing remote sensing variables over multiple
periods. The R2 of the models are all lower than 0.4, and the RMSE are all more than
1500 kg/ha. As can be seen from the normality test of the measured data, the yield data of
the 289 plots conform to the standard normal distribution. The prediction results based on
NDRE, CH, and CV show that there is an overestimation of rice yield in most of the plots,
and the yield prediction values of the vast majority of the plots are greater than 9000 kg/ha.
From the perspective of the distribution of yield, the results of yield prediction based on
NDRE and CH show that there is a large number of clustering phenomena in the sample
points, which cannot conform to the standard normal distribution. In the CV-based model,
the phenomenon is modified. This shows the potential of CV to estimate rice yield with
high accuracy.



Agriculture 2025, 15, 64 10 of 19

Agriculture 2025, 15, x FOR PEER REVIEW 10 of 19 
 

 

NDRE, CH, and CV show that there is an overestimation of rice yield in most of the plots, 
and the yield prediction values of the vast majority of the plots are greater than 9000 kg/ha. 
From the perspective of the distribution of yield, the results of yield prediction based on 
NDRE and CH show that there is a large number of clustering phenomena in the sample 
points, which cannot conform to the standard normal distribution. In the CV-based 
model, the phenomenon is modified. This shows the potential of CV to estimate rice yield 
with high accuracy. 

 

Figure 8. Comparison of rice yield estimation results based on multi-period NDRE, CH, and CV. 

3.3. Rice Yield Prediction Based on Dynamic Process Clustering 

3.3.1. Clustering Based on Time-Series Reflectance Curves 

To reduce the mutual impact among several sample groups, samples with similar 
curve trends were clustered. The k-shape technique was used to cluster the reflectance 
curves of various bands based on the SBD-based mass center calculation method. Figure 
9 displays the results of using the corresponding variables from multiple periods to fore-
cast the yield in each sample group. The prediction of rice yield is not significantly and 
consistently improved by clustering reflectance curves in any of the bands other than the 
red-edge bands (700 and 720 nm). The optimal rice yield prediction accuracy using this 
indicator is about 0.5 for R2 and about 1200 kg/ha for RMSE. The accuracy of estimating 
rice yield fluctuates irregularly as the number of clustering categories increases. In terms 
of local effects, the prediction accuracy of rice yield may show some improvement after 
realizing sample clustering. For instance, the accuracy R2 is increased by around 0.2, and 
the RMSE is decreased by roughly 600 kg/ha after using the 490 nm band reflectance curve 
to actualize the sample division of 5 and 8 categories. Following the sample division of 
two and four categories using the 800 nm band reflectance curve, the RMSE is decreased 
by about 800 kg/ha, and the accuracy R2 is increased by around 0.2. The accuracy R2 is 
increased by around 0.3, and the RMSE is decreased by more than 600 kg/ha after the 4- 
and 7-class sample division is realized using the 550 nm band reflectance curve. It goes 
without saying that improper clustering will reduce accuracy. 

It was discovered that the accuracy of predicting rice yield considerably increased 
and stabilized after the samples were clustered using red-edge band reflectance curves. 
Clustering into six classes of samples improves the model accuracy the most when utiliz-
ing the 700 nm band. When compared to clustering into just two classes of samples, the 
R2 is increased by around 0.3, and the RMSE is decreased by roughly 700 kg/ha. The 
model’s accuracy essentially remains the same as the number of clustering classes is in-
creased. The model accuracy increased the most when using the 720 nm band and clus-
tering into eight classes of samples. When only two classes of samples are clustered, the 
RMSE decreases by around 800 kg/ha, and the R2 improves by approximately 0.4. The 
accuracy of the model stops increasing as the clustering categories continue to grow. 

Figure 8. Comparison of rice yield estimation results based on multi-period NDRE, CH, and CV.

3.3. Rice Yield Prediction Based on Dynamic Process Clustering
3.3.1. Clustering Based on Time-Series Reflectance Curves

To reduce the mutual impact among several sample groups, samples with similar curve
trends were clustered. The k-shape technique was used to cluster the reflectance curves of
various bands based on the SBD-based mass center calculation method. Figure 9 displays
the results of using the corresponding variables from multiple periods to forecast the yield
in each sample group. The prediction of rice yield is not significantly and consistently
improved by clustering reflectance curves in any of the bands other than the red-edge
bands (700 and 720 nm). The optimal rice yield prediction accuracy using this indicator
is about 0.5 for R2 and about 1200 kg/ha for RMSE. The accuracy of estimating rice yield
fluctuates irregularly as the number of clustering categories increases. In terms of local
effects, the prediction accuracy of rice yield may show some improvement after realizing
sample clustering. For instance, the accuracy R2 is increased by around 0.2, and the RMSE is
decreased by roughly 600 kg/ha after using the 490 nm band reflectance curve to actualize
the sample division of 5 and 8 categories. Following the sample division of two and
four categories using the 800 nm band reflectance curve, the RMSE is decreased by about
800 kg/ha, and the accuracy R2 is increased by around 0.2. The accuracy R2 is increased
by around 0.3, and the RMSE is decreased by more than 600 kg/ha after the 4- and 7-class
sample division is realized using the 550 nm band reflectance curve. It goes without saying
that improper clustering will reduce accuracy.

It was discovered that the accuracy of predicting rice yield considerably increased
and stabilized after the samples were clustered using red-edge band reflectance curves.
Clustering into six classes of samples improves the model accuracy the most when utilizing
the 700 nm band. When compared to clustering into just two classes of samples, the
R2 is increased by around 0.3, and the RMSE is decreased by roughly 700 kg/ha. The
model’s accuracy essentially remains the same as the number of clustering classes is
increased. The model accuracy increased the most when using the 720 nm band and
clustering into eight classes of samples. When only two classes of samples are clustered,
the RMSE decreases by around 800 kg/ha, and the R2 improves by approximately 0.4.
The accuracy of the model stops increasing as the clustering categories continue to grow.
According to the aforementioned findings, rice growth may be described using red-edge
band reflectance profiles.

3.3.2. Clustering Based on Time-Series Vegetation Index Curves

Similar to the temporal reflectance curve clustering, different categories were clustered
using the k-shape algorithm for different vegetation indices. In each category of samples,
the rice yield was predicted using the corresponding variables in multiple periods, and
the results are shown in Figure 10. It can be found that with the increase of clustering
categories, the accuracy of rice yield estimation for different vegetation indices shows an
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obvious and stable improvement. Except for the obvious accuracy improvement pattern,
compared with the results of clustering using spectral curve features, the accuracy of rice
yield prediction using vegetation index feature clustering is substantially improved, with
the highest accuracy of R2 close to 0.8 and RMSE close to 400 kg/ha. With the increase
in clustering categories, the accuracy of rice yield prediction firstly increases significantly
and then basically remains stable. It is worth mentioning that when the highest rice
yield prediction accuracy is obtained, the number of clustering categories characterized by
different time-series vegetation index curves varies, and the number of categories maybe
six, seven, or eight.
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GNDVI only needs 289 samples to be clustered into six distinct groups, which is
the smallest number of categories needed to achieve the best rice yield forecast accuracy.
However, CIgreen needs to be clustered into nine groups to attain the best estimation
accuracy. When the NDVI is grouped into seven groups, the best accuracy is achieved.
Nevertheless, there is room for improvement in the precision of rice yield estimation when
compared to other vegetation indices. When estimating the yield using the NDVI curve,
the highest accuracy R2 was less than 0.6, and the RMSE was greater than 1200 kg/ha.
Based on the time-series curves of other vegetative indices, the maximum yield estimation
accuracy R2 was approximately 0.7, with an RMSE of roughly 500 kg/ha. With an R2 of
nearly 0.75, and an RMSE of roughly 400 kg/ha, the red-edge index curve-based estimation
of rice yield exhibits the highest accuracy overall. Previous results have shown that the
time-series features of vegetation indices, particularly red-edge indices, which have the
greatest impact on rice yield estimation, can accurately describe the growth characteristics
of rice over the entire period.

3.3.3. Clustering Based on Time-Series CH and CV Curves

Similar to the temporal reflectance curve and vegetation index curve clustering, differ-
ent categories were clustered using the k-shape algorithm for CH and CV. In each category
of samples, the corresponding variables of multiple periods were utilized to predict the
yield, and the results are shown in Figure 11. It can be found that with the increase of
clustering categories, the change rule of rice yield prediction accuracy based on CH and
CV time-series curve characteristics shows a similar trend. The yield estimation accuracy
reaches its highest when the number of clustering categories increases from two to six.
When continuing to increase the clustering categories, the yield estimation accuracy re-
mains stable. The R2 of the rice estimation model based on the clustering of CV temporal
features is more than 0.8, and the RMSE is about 300 kg/ha. After utilizing the CH temporal
curve to realize the division of the samples into two and six categories, the accuracy of R2

is increased by more than 0.4, and the RMSE is reduced by more than 1000 kg/ha. After
utilizing the CV temporal curve to realize the division of the samples into two and six
categories, the accuracy of R2 is increased by about 0.5, and the RMSE is reduced by more
than 1200 kg/ha. The above results show that the CH and CV features of the time series
can well characterize the growth of rice over the whole period. The accuracy of the rice
yield estimation based on CV time-series curves was higher than that based on CH features.
Rice yield estimation based on CH and CV time-series curves was more accurate than that
based on reflectance and vegetation index characteristics.
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Figure 12 displays the findings of the estimation of rice yield in Exp. 1 based on the
numbers seven, six, and six for the NDRE, CH, and CV clustering groups, respectively. With
an R2 of 0.82 and an RMSE of 315.39 kg/ha, it is evident that the rice yield estimation based
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on CV temporal features has the highest accuracy. The accuracy of rice yield estimation
based on NDRE and CH temporal features is somewhat worse. The model that is based
on the clustering of NDRE time-series curve features has a lower RMSE of 1054.95 kg/ha
and an improved R2 of 0.42 when compared to the accuracy of rice yield estimation using
multi-period NDRE. The model that is based on the clustering of CH time-series curve
features has a lower RMSE of 1165.79 kg/ha and an improved R2 of 0.52 when compared
to the accuracy of rice yield estimation using multi-period CH. With a lowered RMSE
of 1301.54 kg/ha and an improved R2 of 0.6, the model based on CV time-series curve
feature clustering outperforms the accuracy of rice yield estimation using multi-period
CV. From the distribution of predicted rice yield values, the results of yield prediction
based on NDRE, CH, and CV time-series features all show a standard normal distribution,
which is consistent with the distribution of measured values. This also indicates that
the method shows excellent performance in both high- and low-yield value estimations
without obvious overestimation and underestimation. When comparing the spectral and
structural features, the accuracy of rice yield estimation based on CH and CV temporal
features was 35.67 kg/ha and 143.96 kg/ha lower than the RMSE of the model accuracy
based on NDRE temporal features, respectively. This demonstrates the prominent role of
structural parameter growth features in rice yield estimation.
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3.4. Validation of Rice Yield Prediction Models

Exp. 2 served as an independent validation set for the NDRE, CH, and CV temporal
feature curve clustering models to confirm the benefits of the rice growth feature curve
clustering method in yield prediction as well as the model’s migratability. The outcomes
are displayed in Figure 13. It is evident that the temporal curve feature clustering-based
method performs well when calculating the multi-genotype rice yield. Similar to the
findings of Exp. 1, the rice yield estimation model based on CV temporal characteristics
achieves the best validation accuracy with R2 = 0.85, RMSE = 282.41 kg/ha. R2 = 0.82,
RMSE = 309.62 kg/ha, and R2 = 0.78, RMSE = 463.69 kg/ha are the results of the rice
yield estimation model based on CH and NDRE temporal characteristics, respectively. The
distribution of Exp. 2’s measured yield data shows that the rice yield values follow a
normal distribution. The distribution of the predicted rice values also matches a standard
normal distribution. The conclusions show that the technique of using clustering of rice
growth characteristic curves may successfully increase the precision of yield estimation in
multi-genotype rice.

Like Exp. 2, the data obtained from Exp. 3 were used for independent validation, and
the results are shown in Figure 13. Unlike Exp. 2, Exp. 3 contained fewer rice genotypes.
However, Exp. 3 included more pronounced genotypic variability because one variety
was Japonica rice. It can be seen that the method based on time-series remote sensing
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feature clustering showed satisfactory accuracy. The order of rice yield prediction accuracy
for different features remains consistent with that in Experiments 1 and 2. The results
further demonstrate the feasibility of the proposed method for estimating rice yield in
complex scenarios.
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4. Discussion
The formation of rice yield is a long-term accumulation process that is affected by

multiple factors [34]. In remote sensing yield estimation, yield estimation models can be
obtained based on a single growth stage, but the spectral information of multiple growth
stages within a rice-growing season can more comprehensively reflect the yield formation
process [7,35]. In this study, based on two years of independent field experiments with
multiple genotypes of rice, the growth process of different genotypes of rice was character-
ized using growth characterization parameters, including vegetation index, canopy height,
and canopy volume, based on the acquisition of RGB and multispectral images throughout
the entire growth stage. The k-shape algorithm was applied to realize the clustering of rice
genotypes with different similar growth characteristics. Ultimately, high-precision yield
prediction of multi-genotype rice was achieved using multi-period remote sensing features.
Compared with traditional yield prediction using spectral, vegetation index, or geometric
features directly, the model has higher accuracy and stability.

Spectral information, especially vegetation indices, has long been recognized as a
useful indicator of crop growth parameters and yield estimation [36,37]. For example, the
leaf area index, chlorophyll content, and biomass of rice, wheat, and maize can be extracted
with high accuracy using vegetation indices [38–40]. As different vegetation indices have
been used for more refined studies, red-edge band-based vegetation indices are considered
to have higher accuracy and more stable results in crop growth monitoring [41,42]. Red-
edge indices have also shown better results than traditional vegetation indices for crop yield
estimation [43,44]. Furthermore, some structural parameters such as canopy cover, canopy
height, and canopy volume have been proposed to enhance crop growth parameters and
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yield estimation [15]. Numerous studies have shown that in densely growing vegetation,
structural parameters can compensate for the lack of spectral information and help improve
the estimation of crop growth trait parameters [17,45,46].

In this study, it was found that the model accuracy was low when estimating rice
yield using single-period vegetation indices and structural parameters. After combining
the multi-period remote sensing indicators, the correlation with yield was significantly
improved (Figure 7). Since remote sensing indicators in multiple periods carry different
information on rice growth, and rice yield is the comprehensive result of biomass accumula-
tion and distribution in various periods [5]. The expression for yield differences is facilitated
by utilizing monitoring data at individual stages [18]. This demonstrates the importance of
multi-period growth characteristics in the prediction of final rice yield. However, multi-
species rice exhibits different growth characteristics when simulating rice cultivation under
actual field conditions. As a result, the accuracy of yield estimation using a combination
of multi-period vegetation indices remains poor (Figure 8). Direct comparisons of yield
differences could not be made due to the variation in the growth cycles of different rice
genotypes, resulting in the data observed not being within the same growth dimension. In
this context, the accuracy of rice yield estimation based on multi-period remote sensing
features was significantly improved after clustering the rice growth characteristics using a
k-shape. The division of varieties with distinct growth characteristics enables the direct
comparison of multiple variety yields within the same dimension. From Figure 9, we
observe that the accuracy of rice yield estimation based on the red-edge band reflectance
time-series curve features is significantly better than that using other band features. The
results in Figure 10 indicate that the yield estimation models clustered with time-series
characteristic curves of the red-edge indices (NDRE and CIred edge) have higher accuracy
and stability compared to other vegetation indices. These findings further demonstrate
the prominent role of the red-edged bands in rice yield estimation. The accuracy of rice
yield estimation was further improved after utilizing CH and CV time-series curve feature
clustering (Figure 11). Compared with the NDRE feature clustering model, the model
based on structural feature clustering only needs to be clustered into six groups to obtain
a higher and more stable model accuracy. It indicates that the temporal characteristics of
structural parameters can better reflect the growth characteristics of different genotypes of
rice. This conclusion is consistent with the findings of previous studies that used structural
parameters to improve the accuracy of crop yield estimation [47].

In this study, the data obtained from Exp. 1 was utilized for ten-fold cross-validation,
which resulted in a highly accurate estimation model. On this basis, Exp. 2 was used for
independent validation. The results show that the estimation accuracy in Exp. 2 is higher
than the model accuracy in Exp. 1 based on the corresponding NDRE, CH, and CV temporal
feature models. It also shows that the accuracy of the model proposed in this study is
affected by the number of samples. Exp. 2 contained 48 different rice varieties, which was
significantly lower than the 289 samples in Exp. 1. This also indirectly indicates that the
complexity of the growth characteristics of the different genotypes of rice in Exp. 2 is lower
than that of rice in Exp. 1. From the clustering of different remote sensing indicators, it can
be observed that there are differences in the number of growth feature clusters of different
complexities when obtaining the highest rice yield estimation accuracy. For example, the
yield estimation accuracy based on spectral reflectance curve feature clustering is unstable.
The number of categories based on vegetation index curve feature clustering is large. This
is most likely due to the fact that spectral information is susceptible to light variations and
canopy structure, which results in overly complex curve features [48,49]. The extracted rice
structural features are less affected by factors such as light; therefore, a more stable model
accuracy can be obtained. This can also be verified in Exp. 3.
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In the next step of this study, more variables that can effectively characterize the rice
growth process will be explored. Meanwhile, the factors affecting the growth characteristics
of rice will be emphasized. Examples include the growth stage, field management practices,
planting density, and variety type. Based on this, additional genotype clustering methods
that can be interpreted will be developed. Additionally, we will study exactly which
periods have an impact on final yield as a way to simplify the data acquisition cycle.

The object of this study is plot-scale multi-genotype rice. Experiments and validation
have not been conducted in other scenarios, such as nitrogen gradient, stress environments,
different planting densities, and cropping styles. In existing yield estimation studies, linear
regression models are mainly used for a single variety as well as for nitrogen fertilizer
control experimental scenarios [17]. Machine learning and deep learning models are mostly
used for multi-genotype crop yield estimations [22,50]. Studies similar to the present
study on estimating yield after automatic classification of multiple rice genotypes have not
been reported.

5. Conclusions
In this study, a high-precision prediction method for multi-genotype rice based on

time-series remote sensing images and dynamic growth process clustering was proposed.
The structural and spectral information of the rice canopy, including CH, CV, and some
vegetation indices, were extracted for the whole period using RGB and multispectral
images, respectively. The time-series reflectance, VIs, CH, and CV curves were used as
representatives of the rice growth process to cluster multi-genotype rice. The results showed
that the red-edge bands were superior to the other bands in clustering the reflectance
time-series curves for yield estimation. When estimating rice yield using VIs time-series
curve feature clustering, the accuracy of rice yield estimation was substantially improved
compared to the reflectance model, especially when using red-edge indices. When using
CH and CV time-series feature clustering for rice yield estimation, the model accuracy was
further improved, and the predicted yield distribution conformed to the standard normal
distribution, as did the measured data, demonstrating that it can be well adapted to the
prediction of both high- and low-value rice yield. The rice yield estimation based on CV
temporal features had the highest accuracy with an R2 of 0.82 and RMSE of 315.39 kg/ha.
The proposed method can effectively solve the problem of low-yield estimation accuracy of
multi-genotype rice and assist in fine management under natural rice-growing conditions.
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